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Preface

The impact of the convergence of computer science, electronics and industrial
engineering in the efficiency of the industry is undeniable. Nevertheless, the
mankind is facing the problem of how to wisely support the technological
development in a nature-friendly basement for the sustainability of modern
societies. This challenge is even greater for the economies of developing countries.

Within this scenario, the Technical University of Ambato, located in the central,
and one of the most important industrial regions of Ecuador, made a call for
scholars and researchers from around the world to participate in the First
International Conference on Computer Science, Electronics and Industrial
Engineering CSEI 2019. With the participation of invited speakers from Chile,
Colombia, France, Japan, Spain, Portugal and USA, this academic event was born
to become an important forum to discuss recent contributions to the sustainable
industrial and social development based on the convergence of computer science,
electronics and industrial engineering.

This volume comprises three sections with relevant contributions of special value
for scholars and practitioners interested in knowledge representation, the use of
metaheuristic for non-deterministic problem solutions, software architectures for
supporting e-government initiatives and the use of electronics in e-learning and
industrial environments. These contributions are not limited to scientific contributions
but take into consideration, as well as, specific technical solutions for issues that
impact the sustainable development of ICT-based industry.

In this edition, the CSEI Conference received 159 submissions of authors from
13 different countries. All these papers were peer-reviewed by the CSEI 2019
Program Committee made up of internationally renowned researchers coming from
seven different countries. Sixty-six of these submissions were considered for the
Springer publication. Based on the results of a double-blind peer review, the
program chairs finally accepted the publication of 23 of the submissions as part of
this book.
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Artificial Intelligence and Industry 4.0

Néstor Duque

Director of the GAIA Research Group, UNC, Colombia

The development of communications technologies in
the twenty-first century, the massification and inten-
sification of using Internet, renewable energy and
wide automation of industrial processes give rise to
what is known as the Third Industrial Revolution or
Third Technological Revolution. A few years after,
with the accelerated scientific and technological
changes, a new industrial revolution is happening.
Industry 4.0, as this new industrial revolution is
known, has its technological bases, among others, on
the Internet of things (IoT), additive manufacturing
and 3D printing, big data, robotics and augmented

reality. Artificial intelligence is pointed out as a central element of this transfor-
mation, intimately related to the increasing accumulation of large amounts of data
(big data), the use of algorithms to process them and the massive interconnection of
digital systems and devices. Advances in AI are not presented as more; they are the
agglutinating axis.

Data is central in decision making. They open a new spectrum of possibilities
but also responsibilities to the research community; the type of research projects
faced nowadays must be adapted to the new conditions that allow the development
of the economies of developing countries. It is an opportunity. AI was never before
so well known, so named and so necessary.

What are these techniques and how do they manifest in the new industrial
revolution? What are the challenges? What are the risks? Are these technologies
reducing or widening the gaps among countries? These questions and examples
were addressed in this talk.
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Building a Temporospatial Software-Defined
Network (TS-SDN)

Josua Emele

Senior Software Engineer, Loon LLC, USA

In this talk, an application of temporospatial SDN
(TS-SDN) to high-altitude platform station (HAPS)
networks was described. Airborne platforms (airplanes,
airships, balloons) are used to carry wireless commu-
nication systems to provide direct to user as well as
backhaul connections. Ground platforms equipped
with directional steerable transceivers provide
air-to-ground links needed to connect the wireless
network to terrestrial networks. Platform movement
and the impact of the environment on wireless chan-
nels lead to time-dynamic link metrics and availability.
As platforms move, the network topology and routing

need to adjust to maintain connectivity. Similarly, as the wireless environment
changes (due to weather and interference) wireless parameters such as frequency,
bandwidth and modulation coding scheme must adjust to maintain connectivity.
Physical constraints of the system, such as time required to steer antennas, make
reactive repair more costly than in terrestrial applications. Instead, TS-SDN models
the physical evolution of the system to proactively adjust the network topology in
anticipation of future changes. Using airborne networks under development at
Google as an example, the benefits of the TS-SDN approach compared to reactive
repair in terms of network availability were discussed. Additional constraints one
needs to account for when computing the network topology were also identified,
such as non-interference with other stationary and moving sources.
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Use of Artificial Intelligence and Data Science
in the Future of Online Education

Pablo Moreno

Director of the Chair of Data Science applied to Education, UNIR, Spain

This talk introduced different areas of the educative
process in which the artificial intelligence (AI) and data
science can involve a significant advance. From the
perspective of the educative management, AI can be
present from the students recruiting to the optimization
of their own learning. From the perspective of the
appropriate follow up from the facilitators, AI can be
used for detecting students with special needs,
anomalies in class performance or for developing
automatic assessment techniques (stealth
assessment). Finally, from the perspective of the
transversal management, AI and data science allow to

identify the differences among education districts, education institutions with per-
formance issues, or dispersion patterns of students considering their social–eco-
nomic profiles. During this talk, different data exploratory techniques were
introduced as well as results of their use in recent research projects on educational
innovations.
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Exploring Millimeter and Terahertz Waves
for Communications and Sensing

Tadao Nagatsuma

Professor at Graduate School of Engineering Science, Osaka University, Japan

This talk described how effectively photonics tech-
nologies are implemented not only in generation,
detection and transmission of millimeter and terahertz
(THz) waves, but also in system applications such as
communications, measurements and imaging. In
addition, some unique approaches, which utilize
concepts or physical phenomena established in the
light wave region in order to enhance functionality
and performance of millimeter-wave and THz appli-
cations, were presented. Finally, in order to make
millimeter-wave and THz systems more compact and
cost-effective, recent challenges in photonic integra-

tion technologies were described, which include monolithic and hybrid integration
schemes.

xv
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Understanding Value Hierarchies and Their
Interrelationships—A Glance in the Managerial
Multi-objective Processes

Alexis Olmedo

Head of the Engineering School, UNAB, Chile

It is said that the interaction between value hierarchies
determines the target involved in decision-making
processes. This process is influenced by the type of
required strategic decision and how the attraction and
commitment effect, described by Simonson, act on the
stakeholders. This talk proposed to carry out a field-
work with manipulation of the factors affecting the
goal achievement. This way, the information gathering
process is achieved. A focus group research with
middle-ranking officials of different companies is
proposed for determining the main present factors in
the process of managerial decision. Meanwhile, the

implementation of a work environment written interview is applied to managers of
different organizations and a three-dimensional scale is used for objectives
addressing (domain, performance focus and performance avoid).

The use of the analytic network process methodology, proposed by Thomas
Saaty, allows us to interpret the gathered information. From the management per-
spective, based on the consumer behavior theory, it is expected to reliably estimate
the relative weight of the meaning and the relationship among the values presented
in the choice of managers in the presence of the attraction and commitment effect.
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Model for the Quality of Local e-Government
Services

Álvaro Rocha

President of AISTI, Portugal

One of the main challenges underlying different elec-
tronic government forms is the provision of a quality
public service. In the local government context, local
authorities allow for an adjustment between the char-
acteristics of public services and the specificities of
local communities, letting populations define their own
priorities, which vary from community to community
based on objective elements but also subjective by
nature. The quality of these services in their electronic
format should be analyzed and taken into consideration
to potentiate and elaborate a strategy capable of
improving offered services, increasing the satisfaction

of the recipients. This talk presented a new and innovative model for the quality of
local e-Government services, based on a literature review, where we analyzed
seventeen approaches for e-Government services quality, as well as an empirical
study involving a group of experts and users of local government services.
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Smart Industry: The 4.0 Data-Centric
Revolution

Genoveva Várgas

Senior scientist, CNRS, France

The idea of smart industry is based on the notion of
Industry 4.0 that denotes technologies and concepts
related to cyber-physical systems and the Internet of
things (IoT). In smart industry, there are sensing sys-
tems that monitor physical processes, they create a
virtual copy of the physical world, a “datified” version
of it, and make decentralized decisions. With IoT,
monitoring systems communicate and cooperate in
real time.

This talk introduced the architecture of a smart
industry based on communication layer and software
later that integrate physical entities. Each physical

entity is seen as an intelligent and autonomous agent that embeds programs for
letting it evolve in workshops. Thereby, the physical world composed of connected
things and the digital universe consisting of computing, storage and memory
resources are combined.

xxi
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Method for Edges Detection in Digital Images
Through the Use of Cellular Automata

Karen Angulo1(&) , Danilo Gil1 , and Helbert Espitia2

1 Systems Engineering, Universidad Distrital Francisco José de Caldas,
Bogotá, Colombia

{kvangulos,dggils}@correo.udistrital.edu.co
2 Faculty of Engineering, Universidad Distrital Francisco José de Caldas,

Bogotá, Colombia
heespitiac@udistrital.edu.co

Abstract. In the present article, an algorithm based on cellular automata for
noise elimination and edge detection in grayscale images is proposed. However,
the focus of this project will be on the process of identifying contours, since this
represents a higher challenge at the research level. Also, the cellular automaton
has an adaptive behavior, which allows it to expand when it considers that the
information coming from its initial neighbors is insufficient to determine if the
pixel in evaluation is a “border pixel” or not, as this is an important feature
together with a set of transition rules useful to accentuate relevant details within
the image. By integrating these characteristics, we find the results obtained by
the Proposed Algorithm presented greater similarity compared to images with
ideal borders, since the edge recovery ranges between 92.30% and 97.21%,
which indicates that MEDCA is in general terms, more efficient compared to
similar algorithms.

Keywords: Cellular automaton � Digital images � Image processing � Edges

1 Introduction

In the field of image processing, edge detection is a relevant and widely used appli-
cation because it is considered a low-level processing operation [1]. In other words, a
contour is located in the first operation of the algorithm on the image, when examining
each pixel and determining whether it has the properties of an edge. Thus, the main
emphasis of this tool is to focus and identify sharp discontinuities present in the image
[2]. These discontinuities are defined by some authors as abrupt changes in the intensity
of the pixels and are the main characteristic to find the limits of the objects that are
immersed in an image. From this concept arises the need to denote an edge as which
limits and segments the different regions or objects within the image under evaluation
[2]. Edge detection is usually the first step of many of computer vision algorithms
(edge-based facial recognition, edge-based obstacle detection, edge-based objective
recognition, and image compression, among others).

Considering that the quality of an identified edge is directly related to the content of
the image and the user requirements, the development of a method for edge detection

© Springer Nature Switzerland AG 2020
J. Nummenmaa et al. (Eds.): CSEI 2019, AISC 1078, pp. 3–21, 2020.
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http://orcid.org/0000-0002-3624-0554
http://orcid.org/0000-0001-9106-3370
http://orcid.org/0000-0002-0742-6069
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33614-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33614-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33614-1_1&amp;domain=pdf
https://doi.org/10.1007/978-3-030-33614-1_1


www.manaraa.com

that meets all the desired results is a subjective process [2, 3]. Consequently, it is
difficult to compare the performance of two algorithms that have the same purpose.
However, it is common for researchers to compare the results with those of Sobel,
Prewitt, and especially Canny. The problem of these is that, despite the results obtained
by these researchers are remarkable, there is no consistency when comparing the data
obtained in algorithms or methods that do not have the same characteristics.

Despite the subjectivity immersed within the algorithms, some authors have chosen
to use cellular automata to generate as many possible edges within the image, given its
practicality and behavior; an automaton can be seen as a regular grid of cells that
contains a finite number of possible states. The state of the cell under evaluation is
synchronously updated in discrete time steps and is also determined by the previous
states of the surrounding neighborhood [4]. The rules that generate the transition of
states of the central cell (in evaluation), are considered as finite state machines, and
generally, such rules specify the configuration of the neighborhood states [4, 5].

Thanks to the details provided above and to the fact that cellular automata are
discrete dynamic systems used to simulate different behaviors and phenomena in dif-
ferent areas of science, from this arose the idea to Wongthanavasu and Sadananda [6],
which use an algorithm to change the pixel in evaluation, if and only if the whole
neighborhood has the same value and just one iteration is necessary for the result to be
obtained, since the other iterations do not modify the image. In spite of its simplicity
and effectiveness, this algorithm shows flaws when the images have noise, since it
prevents the proper functioning of the automaton. It should be noted this method
implemented a Von Neumann neighborhood.

In another type of approach, they focused on finding optimal transition state rules,
for this, the use of genetic algorithms is quite common, which can present considerably
satisfactory results. Selvapeter and Hordijk [7] used this method to train cellular
automata; in addition, this algorithm has the ability to perform their work on images
with different noise levels. At the technical level, Selvapeter and Hordijk used a noise
filter based on cellular automata, and they later trained another cellular automaton for
edge detection, whose results are comparable with the methods of Sobel, Prewitt and
Canny, despite the fact that these methods work directly on the image with noise and it
was not previously filtered.

In an analogous way, Batouche, Meshoul and Abbassene [8] generated a more
efficient solution, when established a generic algorithm based on a cellular automaton
for edge detection, which did not require such a high amount of training patterns (In a
Moore neighbor it requires 29 ¼ 512). The operation of this, in general terms, consisted
of combining patterns according to a threshold of similarity which reduced to 15 the
amount of training patterns, and later the image was rotated every 90° applying the
same rules. Thanks to this, processing time was reduced and the results are obtained
correctly, although the edge is a little thick.

Within the multiple existing variations for edge detection, Slatnia, Batouche and
Melkemi [9] adopted a methodology similar to that used in [8], because they estab-
lished symmetrical patterns to the same rule; however, the set of rules were trained in
different way. Instead, they trained a genetic algorithm with a single generic rule, in
which the central pixel changes its state only when its Moore neighborhood matches a
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specific pattern, and analogously they obtained the same rule as Wongthanavasu and
Sadananda. For this case, the results are compared with those of Canny, which visually
do not have the same quality.

On the other hand, Yang, Ye, and Wang [10], established an algorithm based on
cellular automata taking into account the neighborhoods of both Moore and Von
Neumann, which can be defined in two steps: the first step consists of an iteration in
which it evaluates if three contiguous neighbors of the central pixel have the value one
(1) and the other three neighbors symmetrical respect to the central pixel have the value
zero (0), then the pixel in evaluation maintains its state, otherwise it changes it. In the
next step, several iterations are performed based on a rule in which the pixel in
evaluation is considered edge if exactly two pixels in the Von Neumann neighborhood
are pixels, and if the other neighbors in a Moore neighborhood are not edges.

From another point of view, the images are often affected by impulsive noise,
which can occur or be caused by different factors such as errors or interference when
transmitting the information bits, memory locations defective in the hardware, errors
associated to the equipment used for capturing images or pixel malfunction in the
camera sensors [11]. An image, as well as any type of data can reveal valuable
information in any field and the presence of noise can significantly affect the results that
are expected from it, thus, it is important to efficiently suppress these interferences [12].
Within the classification of impulsive noise there is a special and well known case
named “salt and pepper noise”. This can be perceived in a contaminated image when
the pixels take maximum or minimum values of the scale; that is, they usually appear as
black and white dots on the image [11, 13].

One of the solutions to this type of situation can be represented by means of cellular
automata through the coupling of different methods that allow not only the identifi-
cation of noise, but an efficient restoration of the image quality. This work, in different
cases, can be carried out by means of a series of iterations on the image by the cellular
automaton. In the first instance, for this particular case, the cellular automaton advances
through each pixel, identifying the maximum and minimum values to modify the value
depending on the configuration of their neighbors and, subsequently, different iterations
are performed (depending on the noise level) where the quality of the image is
improved thanks to the use of the average.

Like the previous ones, there are countless of other works in which the subject of
contour detection is covered, which encompass this situation from different perspec-
tives, keeping in mind that today there are different types of images with scales of
varied intensities. Then, given the diversity and challenges in this field, in addition to
the strong relationship between cellular automata and image processing, this paper aims
to generate a proposal for an algorithm based on cellular automata that eliminates noise
and detects edges of digital images.
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2 Background

2.1 Cellular Automata

The concept of cellular automaton was introduced and put into practice in the com-
putational field of physics by the Hungarian-American mathematician Von Neumann in
the 1950s [14]. This is defined as a simple mathematical model that is based on the
concepts of self-organization and self-reproduction [14]; moreover, conceptually it is
seen as a dynamic system that is not only discrete in time, but also in space [15].

Regarding the operation of a cellular automaton it can be said that the state of the
cell under evaluation, at time t + 1, will be determined by the current state of the
surrounding neighbors. This will be updated synchronously in discrete time intervals
[15, 16]. That is, from a more formal and mathematical perspective, an automaton is
defined as 3-tuple like this:

A ¼ S;N; dð Þ ð1Þ

Where, S it is a set of non-empty states, N is the neighborhood, and d : SN ! S is the
local transition function (or rule) that defines how a cell changes its state.

As mentioned above, the automata can be seen as a set of D� dimension cells,
where the cells that will be part of it are located. Figure 1 shows cellular automata of
dimension, D ¼ 1, D ¼ 2 and D ¼ 3. Currently, the case that is most frequently used
in the various applications of the investigative sciences, particularly in the processing
of images, is simulated in a two-dimensional space.

Regardless of the chosen dimensions, every cellular automaton has a certain basic
structure, which is composed of three parts: (a) set of cells or lattice, (b) a set of
adjacent neighbors or neighborhood, and (c) a set of rules for local transitions [17].

a. Set of cells or lattice, which has a finite number of possible states or values for each
cell, for binary images 1 or 0, and for grayscale images from 0 to 255.

Fig. 1. Dimensions of cellular automata.
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b. Set of adjacent neighbors or neighborhood, such as the Von Neumann neighbor-
hood (4 neighbors) or the Moore neighborhood (8 neighbors).

c. A group of rules for local transitions (local functions of transition, transition of the
state of the cells or table of transitions of the states of the cells). In synthesis, within
the groups of rules there are two particularities to be highlighted: (i) the commu-
nication between the central cell and its neighbors is local, uniform and syn-
chronous, and (ii) the global evolution of the system through a discrete time step is
deterministic [17].

Over the last 60 years, a number of researchers (including Stanislaw Ulam and John
Von Neumann, John Holland, Stephen Wolfram, and John Conway) have investigated
issues related to the properties and variations that a cellular automaton can have, but in
particular there are large studies on neighborhoods, of which the neighborhoods of Von
Neumann and Moore stand out, since these have been the most used applications over
the years.

• Von Neumann Neighborhood: A cross-shaped neighborhood on a grid of two-
dimensional with l� l size is used to define the set of cells that surrounds the cell
under evaluation x0; y0ð Þ. The Von Neumann neighborhood of rank r is defined by
Eq. (2).

Nx0;y0 ¼ x; yð Þ : x� x0j j þ y� y0j j � rf g ð2Þ

This means that at its most elementary level it has 4 neighbors from the central pixel
as shown in Fig. 2. However, in many cases this neighborhood can be extended n
times, searching so that by means of the previously established rules a greater
amount of information can be handled as shown in Fig. 3.

• Moore Neighborhood: A square neighborhood on a two-dimensional l� l grid is
used to define the set of cells that surrounds the cell under evaluation x0; y0ð Þ. The
Moore neighborhood of rank r is defined by Eq. (3).

Nx0;y0 ¼ x; yð Þ : x� x0j j � r; y� y0j j � rf g ð3Þ

In the case of the Moore neighborhood, its essential form considers 8 neighbors
from the base cell, which facilitates the handling of edges and corners; in addition,

Fig. 2. Von Neumann neighborhood. Fig. 3. Von Neumann extended neighborhood
n ¼ 2ð Þ.
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the information that can be managed with this neighborhood is greater than the one
of Von Neumann due to the consideration of four additional cells, as shown in
Fig. 4. In the same way as it happens with the configuration of Neumann, this
neighborhood also presents extended versions in n cells, which obey to the formula
2nþ 1ð Þ2�1. In the following example, the expanded neighborhood can be
appreciated in n ¼ 2 (see Fig. 5).

Having clear the neighborhood types and their concepts, it was determined that in
accordance with the needs of the algorithm, the Moore neighborhood is more useful
and efficient, since it offers greater advantages over the others, in terms of the amount
of information that you can get from your neighbors; thus giving the pixel under
evaluation the option of being detected as a possible “edge pixel” and of being cor-
rected efficiently.

2.2 Edge Detection

Within the sensorial capacities that human beings possess, the sight is probably the
most important among all of them, thanks to the fact that through this we acquire a
considerable quantity of information of our environment, such as colors, shapes, sizes,
distances, etc. Of the above, the variation between intensities is one of the features that
stands out, even though an image lacks three-dimensional information such as texture
or shadows, it is possible to identify objects by means of borders or silhouettes [1, 18].
This is why the borders detection has a key role in image processing as through the
existing methodologies it is possible the identification of objects, pattern definition or
segmentation of information inside the images [2].

Within the scope of this research work, a pixel can be considered as an edge, when
there is a noteworthy difference between the levels of gray intensities within the image
[1, 2, 19], said the change is recognized as a boundary between two different regions in
an image.

In gray scale images edge detection can be done by generating an identification of
changes in light intensity over the number of pixels under evaluation [20]. That is, if
there is a linear series of pixels with intensities of: 255, 248, 252, 76, 73, 79 an edge or
discontinuity would be expected between pixels with intensities of 252 and 76. Within
some texts, these pixels are referred to as “edge points” and these may be useful at the
time of analyzing the image.

Fig. 4. Moore neighborhood. Fig. 5. Moore extended neighborhood n ¼ 2ð Þ.
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Given the importance of this process of digital analysis in the images, over the
years several basic methods for edge detection have emerged, among the most out-
standing, the following can be mentioned:

• Method based on the first derivative (gradient): In this method the intensity has
greater magnitude than the predefined threshold of the image. The largest peaks in
the image are searched. The gradient of an image at a point indicates the maximum
variation of the function at that point [21], which is defined by:

rf x; yð Þ ¼ GxGy
� � ¼ df

dx
df
dy

� �
ð4Þ

Where, Gx ¼ Df
Dx y Gy ¼ Df

Dy.
• Method based on the second derivative (Laplacian): The intensity has crossing by

zero. Unlike the first derivative method, it does not require a threshold value to have
a more effective approach. The signs changes where an edge is found [21].
Mathematically it is defined by Eq. (5):

r2f x; yð Þ ¼ d2f
dx2

d2f
dy2

� �
ð5Þ

Figure 6 shows a relation of the behavior of these methods when variations in
intensity are detected.

Threshold 

( )

′( )

′′( )

Fig. 6. Methods of the first and second derivatives for edge detection.

Method for Edges Detection in Digital Images Through the Use of Cellular Automata 9



www.manaraa.com

• Method of Canny: This algorithm for the identification of contours was developed
in 1986 by John F. Canny, it presents better results than those previously explained
methods, although the computational complexity is higher [21]. This algorithm is
based on three basic criteria:
– Detection: It avoids the elimination of relevant edges, as well as the generation

of false edges that can harm the final result.
– Location: It stipulates that the distance between the real position of the edge and

the generated one, must be reduced.
– Unique answer: Express that the algorithm must return an edge pixel for each

true pixel, that is, there must not be groups of pixels where only one must exist.

3 Cellular Automata Design

In this work, the experiments were done with grayscale input images and an initially
determined neighborhood with a 3� 3 size, that is, Moore neighborhood, which travels
the whole image pixel by pixel and determines if the pixel in evaluation, according to
the configuration that its neighbors have (transition rules) is defined as edge. When this
edge is identified, it changes its current value (by 1 or 0) and the automaton advances to
the next position. The input values (initials), are provided by the image and having that
data, the automaton can start to iterate all over the image. For fixed value limits, the
conditions apply in which transition rules can only be designated to non-limit cells.

When talking about a Moore neighborhood and gray scale images, it is said that:
(i) there is a neighborhood of fixed size of 3� 3, described by Eq. (3), and, (ii) a pixel
within the image you can take discrete values between 0 and 255, that is, 256 intensity
values. Conceptually, the salt and pepper noise is scattered randomly over the whole
image, affecting it with the maximum (white) and minimum (black) values, which, for
this case, would be represented by min ¼ 0 y max ¼ 255. Then, when describing in a
mathematical way the proposed rule for the cellular automaton, we have that the value
of the pixel in evaluation in the next iteration Ctþ 1 i; jð Þð Þ can take two values
depending of the current status Ct i; jð Þð Þ (see Eq. (6)).

Ctþ 1 i; jð Þ ¼ Ct i; jð Þ; if min\Ct i; jð Þ\max
Cnt i; jð Þ; if Ct i; jð Þ ¼ min or Ct i; jð Þ ¼ max

�
ð6Þ

Where, Ctþ 1 i; jð Þ is the value that the pixel will take in the next iteration, Ct i; jð Þ is the
current value of the pixel, Cnt i; jð Þ is the value that the noisy pixel will take.

Cnt i; jð Þ ¼ C 2nþ 1ð Þ2�1; if 8Ct i; jð Þ 2 N;Ct i; jð Þ 6¼ min or Ct i; jð Þ 6¼ max and N ¼ ;
avg Ct i; jð Þð Þ; if 8Ct i; jð Þ 2 N; 9Ct i; jð Þ 6¼ min or 9Ct i; jð Þ 6¼ max

�

ð7Þ

Where, N is the neighborhood in the current iteration y C 2nþ 1ð Þ2�1 indicates that the
neighborhood will be expanded by n ¼ 2.
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Applying Eq. (6), the primary focus of this methodology is divided into two broad
strands. The first one avoids acting on those pixels that are not considered noisy, which
decreases the operations carried out by the algorithm and, consequently, the compu-
tational cost. The second one examines whether the affected pixel has the value of 255
(maximum or white) or 0 (minimum or black), in the affirmative case, the sub-rule
described in Eq. (7) is applied, which specifies that all the minimum and maximum
values will be eliminated to calculate an average of the rest and thus obtain the new
value of the cell in case the Moore neighborhood lacks information, that is, that it only
has maximum or minimum values in its configuration, it will adapt and it will be
extended in n ¼ 2 (see Fig. 5 for Moore extended neighborhood) and the cell state will
be the average with the additional information excluding the maximum and minimum
values. To conclude, the cellular automaton is evaluated a finite number of times
depending on the value of the noise immersed in the image, in this way, if the noise
level is equal to n, the cellular automaton will iterate n=10ð Þþ 1 times. Upon com-
pletion of this process, the image will be ready for the edge detection process.

As explained above, when working with a 3� 3 neighborhood with cells (pixels)
that can take intensity values from 0 to 255, there are 2568 possible patterns or rules
that the neighborhood can have (this without considering the value of the central pixel).
However, they can be reduced considerably by applying the concept of rotational
symmetry. It is said that a flat figure has rotational symmetry when a center (called the
center of rotation) can be found so that if the whole figure is rotated at a certain angle
(greater than or equal to 0� and less than 360�), the rotated figure matches the original
figure. The number of times that the rotated image can be matched with an original
figure is called the order of the rotation [22].

Considering the above and applying the concept of a Moore neighborhood, it is
possible to affirm that the same rule can be discarded if the image is rotated and the
pattern remains the same, reducing the number of rules by approximately 5 times its
size [4, 5]; to identify the number of different resulting patterns after the elimination of
equivalent symmetric pairs, it is possible to apply the enumeration method described by
Pólya-Burnside [23], for all G that is a set of permutations of a set A, so that the number
of equivalence classes is:

A B A A B C A B A

B B D D C C

A B A C B A D B D 

Fig. 7. Patterns of a neighborhood of 3� 3 that remains invariant with a rotation of �90�, 180�

and mirror-like symmetry [4].
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N ¼ 1
Gj j

X
g2G

Fix gð Þj j ð8Þ

Where, Fix gð Þ is the number of elements of A that are invariant (they do not modify
their configuration in spite of the different rotations) in g (see Fig. 7). By obtaining the
value of the number of different rules N, it is possible to define what would be the
number of N in terms of the number of possible intensities n, as shown in the Eq. (9)
[4].

N ¼ n8 þ 2n2 þ n4 þ 4n5

8
ð9Þ

From the above, the numbered is expressed as the sum of the identical rotation (e.g. 0�),
two rotations of �90�, a simple rotation of 180� and four mirror-like rotations (through
a horizontal reflection line, vertical and diagonal) [4]. Despite the fact that when
carrying out this procedure, the possible rules amount to N[ 2� 1018, in that
investigation, a two-pass processing was carried out to simplify the number of oper-
ations, rules and computational expenditure.

In the first iteration, the average value of the neighborhood is calculated excluding
the central pixel. This value serves as a basis to obtain the existing variation between
the intensity values of the pixel under evaluation C i; jð Þð Þ against the average of the
neighborhood. Having these values it is possible to determine if a pixel is considered as
an edge or not, by means of the rule presented below:

Ctþ 1
i;jð Þ ¼

background; if z ¼ C i; jð Þ[ average
background; if z ¼ variation\4

edge; for other z

8<
: ð10Þ

As shown in the Eq. (10), Ctþ 1
i;jð Þ is the value that will be assigned to the cell under

evaluation at time tþ 1, this can take three values depending on its current state C i; jð Þ,
at the end of this process the first pass is finished.

The values of background or edge are directly related to 0 (for this case back-
ground) or 1 (for this case edge), which leads to think of a binary image. That is to say,
that the set of possible rules was restricted to 28 ¼ 256; however, when applying the
concept of similarity and eliminating the symmetries, these are reduced to N ¼ 51.

Taking into account the reduced number of rules and that the borders on the image
should be continuous, eleven (11) rules were proposed that thanks to the extension of
the neighborhood, allow to determine, when having more information, if these really
are edges or not. It should be noted that for the neighborhoods that lacked information
because they were in the corners or in the borders of the image the first and last row and
column were duplicated. In general, the pseudocode of the Proposed Algorithm is
presented below:
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4 Discussions and Results

Taking into account that the proposed model is composed by two different techniques
but at the same time complementary as they are, noise elimination and edge detection,
this section addresses two areas from which a detailed observation of the virtues of
each algorithm can be made, these are qualitative and quantitative analyzes; this allows
to create an adequate base when confronting the results, since by establishing a
comparative framework that shows the greatest possible impartiality, the characteristics
used by the different algorithms to achieve their objective become more relevant.

The above is achieved because this comparison covers different parameters such as,
the one-to-one comparison of the pixels (resulting and original), continuity in the
strokes, non-existence of false borders, defined edges, etc., where each algorithm can
have its best performance in both the graphic and numerical part. In addition, typical
metrics for edge detection are used, which implies that the data thrown are similar to
those expressed by other authors.

4.1 Qualitative Results

The results of this section are aimed to graphically show the visual faculties of the
proposed development. In this sense, a scenario is initially presented that allows to
show the functionalities of the cellular automaton and of the whole algorithm, for this
reason the images presented below were subjected to an initial transformation that
includes simulating the salt and pepper impulsive noise in a level of 10% on them.

It should be noted that the algorithms with which the Proposed Algorithm is
compared (Canny, Sobel and Prewitt reported in [24], do not have a process that allows
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them to purify the noise; however, this approach serves as a starting point to establish
similar conditions (images with and without noise) and likewise, observe their
behavior.

Image (A-a) Image (A-b)

Image (B-a) Image (B-b)

Image (C-a) Image (C-b)

Image (D-a) Image (D-b)

Fig. 8. Images with noise at 10%. (A) Coins. (B) Zebra. (C) Circuits. (D) Lena. Columns (a) and
(b) show the original image and the obtained using the Proposed Algorithm with CA.
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As can be seen in Fig. 8, the Proposed Algorithm has the ability to obtain visually
acceptable results despite the noise that the image has, this is due to the different
qualities immersed in the operation of the cellular automaton, where the adaptive
behavior allowed two aspects of image processing to be executed satisfactorily,
detecting the edges in a suitable way and without having major affectations in the
resulting image due to the salt and pepper noise present in the image.

In parallel, in Fig. 9 a comparison was made of the commonly used methods for
edge detection versus the Proposed Algorithm (Method for Edge Detection with Cel-
lular Automata MEDCA). The images used show the application of this method in the
field of medicine and specifically, the field of radiology.

Furthermore, in Fig. 9, where only images without noise were considered, it can be
highlighted that the resulting images of the Proposed Algorithm identify more details
than those presented by the other algorithms, showing relevant details in the objects
present in the image and, in turn, this discards those that in the other methodologies are
considered as necessary within the image (e.g. Canny), considering this as a remarkable
advantage of the methodologies that make one of the cellular automata.

Finally, it is noticeable that the edges generated by the Proposed Algorithm are in
some points thicker than the others. However, this is the result of the different oper-
ations carried out by the cellular automaton to always try to identify the relevant
information of the image and thus perform the relevant tasks, such as not leaving loose
pixels, identifying edges regardless of their shape, avoid the creation of both the
incorrect and duplicated edges.

4.2 Quantitative Results

For the calculation of the quantitative results, three images were used that can be
considered as a laboratory case or ideals, since they have lines (horizontal, vertical, and
diagonal) and clearly defined curves, which facilitates the comparison of the algorithm
against the usual methods (Canny, Sobel and Prewitt described in [24] and generates
some coherence compared to the exposed conditions. Figure 10 shows the pictures
utilized for this process (ideal cases).

Although the formulation of test cases is a suitable way to measure the effectiveness
of the Proposed Algorithm, it is also convenient to establish a series of metrics that
serve as a solid basis for an approximate comparison. Three comparison metrics were
used to determine the contrast: the Peak Signal to Noise Ratio (PSNR), the Maximum
Error (in this context, MAXERR) and the Ratio of Squared Norms (in this context,
L2RAT) [25]. For PSNR calculation is used the Mean Square Error (MSE).

The Mean Square Error is a statistical estimator that is in charge of measuring the
average squared errors, that is the squared norm of the difference between the expected
value and the real value. The calculation of this value is thus given as follows:
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Image (H-a) Image (H-b) Image (H-c) Image (H-d) Image (H-e)

Image (A-a) Image (A-b) Image (A-c) Image (A-d) Image (A-e)

Image (B-a) Image (B-b) Image (B-c) Image (B-d) Image (B-e)

Image (C-a) Image (C-b) Image (C-c) Image (C-d) Image (C-e)

Image (D-a) Image (D-b) Image (D-c) Image (D-d) Image (D-e)

Image (E-a) Image (E-b) Image (E-c) Image (E-d) Image (E-e)

Image (F-a) Image (F-b) Image (F-c) Image (F-d) Image (F-e) 

Image (G-a) Image (G-b) Image (G-c) Image (G-d) Image (G-e)

Fig. 9. (continued)
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MSE ¼ X � Yk k2
N

ð11Þ

Where, X is the base image (ideal), Y is the image to compare, and N is the number of
elements of the image (pixels). Once the MSE is calculated, the PSNR (relative
measurement of image quality) can be obtained using (11).

PSNR ¼ 20 log10
2B � 1ffiffiffiffiffiffiffiffiffiffi
MSE

p
� 	

ð12Þ

Where B represents the bits per sample, in this case B ¼ 8. The Maximum Error or
MAXERR corresponds to the maximum deviation to the absolute square of the image
to be compared, and finally, the Ratio of Squared Norms or L2RAT, is defined as the
relation of the squared norm of the image to compare regarding the base image.
Figure 11 shows the obtained images.

Image (I-a) Image (I-b) Image (I-c) Image (I-d) Image (I-e)

Image (J-a) Image (J-b) Image (J-c) Image (J-d) Image (J-e)

Fig. 9. X-ray. (A) Left hand with the presence of a cancerous tumor. (B) Right and left foot.
(C) Knees. (D) Lower molars. (E) Lower incisors. (F) Cell. (G) Microorganisms. (H) Tomogra-
phies of the brain with tumor presence. (I) Tomography of the skull base tumor presence. (J) MRI
of the head from the lateral perspective. Columns (a) to (e) show the different algorithms: Canny,
Sobel, Prewitt and Proposed Algorithm (MEDCA).

(a) Image 1 (b) Image 2 (c) Image 3

Fig. 10. Test cases for edge detection.
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In accordance with the objective of each of these metrics and taking into account
their application in this process, is made the comparison of the images resulting from
the methods of Canny, Sobel, Prewitt and the Proposed Algorithm (MEDCA). The data
presented in Table 1 shows the results of the considered metrics.

Image (A-a) Image (A-b) Image (A-c) Image (A-d) Image (A-e)

Image (B-a) Image (B-b) Image (B-c) Image (B-d) Image (B-e)

Image (C-a) Image (C-b) Image (C-c) Image (C-d) Image (C-e)

Fig. 11. (A) Image 1. (B) Image 2. (C) Image 3. Column (a) image with ideal edges. Columns
(b) to (e) show the algorithms results: Canny, Sobel, Prewitt and the Proposed Algorithm
(MEDCA).

Table 1. Results of the metrics applied for images 1, 2 and 3.

Canny Prewitt Sobel MEDCA

Image 1 PSNR 0:4332 0:4332 0:4332 0:4332
MAXERR 255 255 255 255
L2RAT 1:4949� 106 1:8454� 106 1:8393� 106 1:3155� 106

Image 2 PSNR 0:2921 0:2919 0:2919 0:2923
MAXERR 255 255 255 255
L2RAT 2:0426� 106 2:5480� 106 2:5399� 106 1:7602� 106

Image 3 PSNR 0:3323 0:3321 0:3321 0:3323
MAXERR 255 255 255 255
L2RAT 2:1148� 106 2:5739� 106 2:5490� 106 1:9663� 106
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Another variable that was taken into account when evaluating the performance of
the methods used was CPU time spent and the performance of the algorithm, in
seconds, when executing the task of edge detection within the image. This measure is
of great importance, since it specifies the execution time of the program in the simu-
lated environment. That is, this interval time starts with the execution of the program in
the operating system and concludes with the printing of the resulting images with the
edges detected. In Table 2 and Fig. 12, the time used by each of the methods to detect
the contours in each of the proposed laboratory cases can be observed.

In addition, the percentage difference of the proposed method compared to Canny
ranges between 0:39% and, 1:59%, which means that despite making a pixel to pixel
revision with cellular automata, the execution time of the Proposed Algorithm is quite
acceptable and generates a large computational load when executed.

5 Conclusions

Through the research, it was clearly noted that an algorithm has not yet been developed
to obtain perfect results, that is, to serve as a fundamental and solid basis for estab-
lishing a completely objective comparison between the methods developed. However,
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Fig. 12. Graph of the execution times of each method.

Table 2. Execution time when applying the methods in images 1, 2 and 3.

(in sec.) Canny Prewitt Sobel MEDCA

Image 1 0.205723 0.170806 0.168754 0.209583
Image 2 0.171584 0.159336 0.162779 0.179615
Image 3 0.160017 0.148048 0.151929 0.175637
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there are algorithms such as Canny, Sobel or Prewitt, which are used frequently to
establish a comparative base, without forgetting that the conditions of each of these
algorithms are different.

A series of “ideal cases” was considered to perform a quantitative comparison of
results with different estimators using elementary shapes. Using these cases the results
show that the Proposed Algorithm is able to detect edges between 92,30% and 97,21%.
The results of PSNR indicate a suitable degree of coincidence between the image with
ideal edges and the obtained using MEDCA.

Regarding the results of L2RAT, these fluctuated between 3,1% and 4,6%, which
represents that the results of Proposed Algorithm are quite approximate to the edges of
reference images. On the other hand, the Maximum Error (MAXERR) in all cases is
showing that the process is not perfect for all algorithms.

The Proposed Algorithm was able to eliminate the amount of corrupted pixels in
the image and at the same time to identify the edges.
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Abstract. Concept maps are powerful visual tools for organizing and repre-
senting knowledge. The development of computational systems for building and
managing concept maps has facilitated the creation of concept maps reposito-
ries, which can be considered valuable knowledge models. In this paper, a
semantic processing method to improve a query-based approach for mining
concept maps repositories is proposed. The method is based on a mechanism of
semantic extension of the represented concepts in the concept maps and a set of
rules for guiding the semantic integration of the conceptual structures and
retrieval information processes. WordNet is used for the semantic extension of
concepts, which is supported in a disambiguation algorithm. Results of exper-
imental evaluations of the disambiguation algorithm applied to several concept
maps are presented and compared with the state of the art. The application of the
proposed method is illustrated through a study case with promising results.

Keywords: Concept maps � Semantic processing � Mining concept maps �
Word sense disambiguation

1 Introduction

Concept maps (CM) are powerful graph-based knowledge representation scheme, for
organizing and representing conceptual meanings through a proposition structure [17].
CM is composed by concepts and labeled relationship between them form propositions.
Propositions contain two or more connected concepts using linking words or phrases to
form a meaningful statement, and sometimes these are called semantic units, or units of
meaning [6]. Concept mapping [17] has been widely used for knowledge elicitation, for
encouraging knowledge construction by students and others, and for making internal
conceptualizations explicit to facilitate knowledge sharing, comparison, and assessment
[11]. The development of editors and management systems for CM, such as Cmap-
Tools and CmapServer [4, 6], as well as, the development of several proposal for their
automatic or semi-automatic construction from texts [1, 10, 15, 21], not only facilitates
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the concept mapping process, but also the constructs of CM Repositories (CMR). CMR
constitute knowledge models where the CM represents knowledge of specific topic or
domain [4]. The CMR can be considered an explicit, structured and not formal
knowledge base. The relevant information retrieval and the useful knowledge discovery
from CMR constitutes great challenges, not only due to the inherent complexity of the
graph-based representation models, but also the underlying ambiguity the knowledge
represented. Several approaches for carried out mining processes over CMR or
knowledge models have been reported, among them: query-based [10] and data mining
techniques-based [9, 22]. In this sense, the effectiveness improvement of concept maps
querying process arises as an important necessity for take advantage from this valuable
knowledge source and to increase the exploitation, analysis and discovery capacities
over the represented knowledge.

Most of the reported proposals for information retrieval in CMR (IR-CMR) have
fundamentally focused on the retrieval of concepts, propositions or CM [3, 4, 7, 8, 13].
Nevertheless, there is another reported alternative which proposes several query oper-
ations for obtaining different views of the CMR, concretely the Concept Map Query
Language (CMQL) [20] (a refined version is reported in [10]). CMQL formalizes a set of
query operations that facilitate to obtain different views of the stored knowledge in a
CMR, including an information integration mechanism as part of the information
retrieval process. Through CMQL the system can retrieve information about concepts
and propositions according to different types of query operations, and the results of each
query are shown by means of a new automatically generated CM. However, in all these
proposals [3, 4, 7, 8, 13, 20], the information retrieval process is supported in the
syntactic matching between concepts in the query and those included in the search space
(CMR), which is a weakness due to the concepts and propositions in CM are expressed
in natural language and they are usually subjected to ambiguity problem. Therefore, the
effectiveness of the concept map querying process can be reduced if a semantic analysis
is not considered as part of these querying process. The application of the word-sense
disambiguation task [16] constitutes an alternative to deal with this problem, and several
disambiguation algorithm for CM has been reported [5, 19].

In this paper, a semantic analysis method to improve a query-based approach for
mining concept maps repositories is proposed. The method is based on a mechanism of
semantic extension of concepts represented in the CMR using WordNet [14] and the
definition of a set of rules for guiding in the processes of integration and retrieval
information included in the queries processing. The semantic processing is funda-
mentally supported in the use of the disambiguation algorithm reported in [10], which
allows reduce the ambiguity associated to the concepts represented in the CM. This
algorithm uses WordNet as source of meanings and improves the disambiguation
results of other reported proposals [5, 19]. The new disambiguation algorithm was
evaluated using a dataset of 50 CM in English language, which were obtained from
literature. Results of experimental evaluations are presented and compared with the
state of the art. Besides, several example cases were included for illustrating the
application of the proposed method.

The rest of the paper is organized as follows: Sect. 2 discusses related work; Sect. 3
describes the proposed semantic processing method; Sect. 4 presents the results of the
experiments carried out and the developed study cases; and conclusions arrived are
given in Sect. 5.
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2 Related Works

The IR-CMR has been focused in the retrieval of concepts [13], propositions (using the
Knowledge Soup of CampTools) [4] or CM [3, 7, 8], in which the CM are retrieval in
the same form that they are stored. In [20], and most recently in [10], the mining CM
for retrieving relevant information and knowledge from the CMR is carried out through
several types of queries defined in CMQL and several mechanisms to filter and inte-
grate concepts and propositional structures. CMQL offers the formalization of a set of
query operations, such as: union, intersection, projection (or sub-map) and extension,
which facilitates the IR-CMR from different perspectives [10, 20]. In each query
processing, the concepts and propositions including in the search source (set of selected
CM from the CMR) are processed as independent units and, at the same time, they can
be integrated in the answer generation; aspect not considered in other proposals.

A common factor in these proposals is that the information retrieval and integration
processes (also in CMQL [20]), are carried out considering the syntactic similarity
between the concepts included in the query and the stored concepts in the CMR,
without considering the existence of a possible ambiguity problems and semantic
similarity among them. This situation can imply that it is not possible to retrieval of
potentially relevant information associated to concepts that are not syntactically
equivalent or similar to the included ones in the query, although they can be seman-
tically similar. The information integration process can also produce not appropriate
results, for example: the integration of concepts written in the same way, but with
different senses, and the not integration of concepts semantically similar, although
writings in a different way. The knowledge in CM is expressed in natural language, so,
in contexts in which the computational processing of CM is required, as in the case of
the IR-CMR, the semantic processing of the knowledge represented constitutes an
important aspect that should be considered due the inherent ambiguity to the natural
language. The word-sense disambiguation constitutes a successful alternative to deal
with this problem.

The word sense disambiguation in unstructured texts has been broadly studied [16],
but there are few reported works that approaching this problem in the CM context [5,
19]. Cañas et al. [5] exploits the topology and the semantic of the CM, by trying to
determine which senses in WordNet [14] best matches the context of the CM, which is
done constructing hypernym sequences, using hypernymy relations from WordNet
[14]. In this proposal, only words from key concepts are included as part of the
disambiguation process. In the algorithm reported in [19], the disambiguation process
in CM was improved increasing the information being considered in the process, in
addition to the contextual analysis (reported in [5]). Specifically, the use of domain
information, according to Bentivogli et al. [2], and the gloss were included in the
disambiguation process, as well as, others relations from WordNet, such as hyponymy,
and meronymy/holonymy were considered. Therefore, the disambiguation process is
carried out through heuristics based on domain, context and gloss, which are applied
sequentially [19]. Nevertheless, the sequential use of these heuristics constitutes a
limitation because the sense of the concept was determined according one of them and
not taking advantage of the combination of the results obtained from each one [12, 16].
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3 Semantic Processing Method Proposed

The proposed semantic analysis method is based on the semantic extension of concepts,
and a set of rules for guiding the integration, search and retrieval processes. In this
method, the semantic information associated to the concepts is captured from WordNet
and a concept sense disambiguation algorithm is used for reducing the ambiguity that
may emerged. The semantic extension of concepts is defined as the process of asso-
ciating to one concept other synonym terms identified in WordNet. The rules utilize the
information of the semantic extension of concepts to expand the number of search
elements in the retrieval process (the identification of relevant concepts to retrieval
combines syntax and semantic information) and to return a semantically integrated
result. In CMQL, the search query Q can be defined through four components (Eq. 1):

Q ¼ Cq;Pq; SCM; Tð Þ ð1Þ

where Cq is a set of concepts of interest, Pq is a set of proposition of interest, SCM is a
set of CM {cm1, cm2, …, cmn} which constitute the search space for querying, and
T specifies the type of query, according to CMQL (union, intersection, projection, or
extension). The SCM can be defined as the tuple (C, P), where C is the set of concepts
{c11, c12, c13, …, cij} and P the set of propositions {p11, p12, p13,…, pij} included in
these cmi. The Fig. 1 shows the workflow of the proposed method.

In this analysis the semantic information associated to the concepts is retrieved
from WordNet, according to the senses that are been used in the representation. This
information is used later in the integration and search process carried out in the queries
processing. This process includes a method for the semantic extension or enrichment of
concepts using WordNet, and a set of rules for identifying concepts of interest (Cq) in
the search space (SCM), and determine when two or more concepts (included in SCM)
can be unified, considering their semantic equivalence. The use of WordNet is sup-
ported with a disambiguation algorithm for CM, and the defined rules are integrated in
each one of the queries in CMQL.

Fig. 1. Workflow of the semantic processing method
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3.1 Semantic Extension of Concepts

The semantic extension is defined as the process of associating to one concept other
synonym terms identified in WordNet, and it is applied to all represented concepts in
the CMR. Initially, the synsets in which each concept appears in WordNet are captured,
and then the concepts are classified in: ambiguous - AC - (those having more than one
associated synsets), not ambiguous - NA - (only one associated synset) or unknown -
UC - (not associated synset). Next, the disambiguation algorithm (describe below) is
applied to identify the most appropriated sense (or senses) for the ambiguous concepts.
This algorithm improves the disambiguation results, respect to [5, 19], fundamentally
through combining the results obtained for each heuristics for determining the sense of
the concept; inspired in [12, 16]. The disambiguation algorithm is defined in seven
steps as follows:

Input: the CM; the ambiguous concept (ca); the set of synset associated to ca (S(ca)).
Output: set of synset more appropriated to ca.

Step 1. Capturing preliminary information from WordNet: For each concept ci|
ci 6¼ ca and linking phrase (l − p) of CM, the sets of synset in which the concepts and
linking phrases appear are obtained from WordNet and the sets of synsets S(ci) and S
(l − p) are created.

Step 2. Selecting the most representative domains: From the domains associated to
the synsets of each ci and l − p are selected the most frequent ones (according to the
presence in their synsets) and these domains are stored in Dcm.

Step 3. Domain analysis: For each synset si|si 2 S(ca), the influence grade that each
domain d 2 Dcm exercise on the sense si (hd(si)) is calculate, through the sum of
occurrence frequencies of those domains associated to si; the resulting values are
normalized.

Step 4. Context analysis: For each synset si|si 2 S(ca), the influence grade (hc(si))
that the context (propositional structure in which ca appear) exercises on the sense si is
calculated as follows:

hc sð Þ ¼ wc �
P

ci2Cr
rel s; cið Þ
Crj j þwr �

P
ri2Rr

rel s; rið Þ
Rrj j ð2Þ

where Cr and Rr are the set of concepts and linking phrases, respectively, being
included in the propositional structure of a vicinity of radius r (starting with r = 3)
having ca as it centroid. Initially, rel(s, e) is the value obtained from the application of a
metric for measuring the semantic relatedness between the synset s and each synset
associated to concepts and linking-phrases included in the context.

In the Eq. 2, wc and wr are weights whose values can be assigned according to the
user’s interests in order to define the relevance degree that the information from
concepts and linking phrases, respectively, will have for the heuristic. The sum of wc

and wr should always be 1 to guarantee that the value of hc(s) be between 0 and 1.
These weights are associated to the problematic use of linking phrases for the automatic
processing of CM [18].
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Step 5. Gloss analysis: For each si|si 2 S(ca), the influence grade (hg(si)) of the
information contained in the definition (gloss) of the synset si in WordNet, considering
its relation with the elements of context of ca, is calculated as follows:

hg sð Þ ¼ wc � Cr \ G sð Þj j
Crj j þwr � Rr \ G sð Þj j

Rrj j ð3Þ

being G(s) the set of words composing the gloss of synset s. The use of weights wc and
wr in the formula have the same purpose described in the previous step.

Step 6. Heuristics combination: For each si|si 2 S(ca), the global influence of the
different heuristics (hdcg(si)) is calculated as follows:

hdcg sið Þ ¼ wdhd sið Þþwchc sið Þþwghg sið Þ ð4Þ

where wd, wc and wg are weights with assigned values of 0.75, 0.5 and 0.25, in that
order. These values represent the influence degree that each one of the combined
heuristics has in the precision of the complete algorithm and were defined according the
precision results obtained by domain, context and gloss heuristics reported in [19].

Step 7. Selection of the resulting synset. The more appropriated synset for ca is the
synset having a greater hdcg(si). In case of more than one synset in this condition, all of
them are considered, and the other ones are discarded.

At the end of the disambiguation process, the lists of ambiguous and not ambiguous
concepts are updated. Finally, each one of those concepts are extended with the terms
included in their associated synset.

3.2 Semantic Integration

The semantic integration task is aimed at explicitly integrating propositional structures
(initially disconnected) through the unification of concepts represented in different CM
and it is applied when the query is performed on more than one CM. The concepts
unification process is carried out through the identification of synonymous concepts in
the selected CM as the search source of the query, and considering several defined rules
(R) to determinate when two concepts can be integrated in only one concept (in a
unique node). Considering that S(ci) is the set of synsets s associated to a concept ci,
and c1 and c2 two concepts included in different CM, then c1 and c2 are integrated if:

• R1: (c1, c2 2 NAC) ^ (S (c1) = S (c2)); or
• R2: (c1, c2 2 AC) ^ (9 s’| s’ 2 S(c1) ^ s’ 2 S (c2)); or
• R3: ((c1 2 NAC ^ c2 2 AC)_ (c1 2 AC ^ c2 2 NAC)) ^ (9 s’| s’ 2 S (c1) ^ s’ 2

S(c2)); or
• R4: (c1, c2 2 UC) ^ (c1= c2).

The R4 rule does not consider the semantic, however, it is fundamentally included
because could be useful the integration of concepts not included in WordNet, for
example, named entities and other concepts. As result, if R4 is triggered or the labels of
c1 and c2 (in the case of other triggered rules) are the same, then this label is used for
representing the unified concept in the query results. In other cases, the label used for
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representing the unified concept is constructed with the labels of both concepts, sep-
arating by a comma and enclosing in [] (e.g. [c1, c2], as shown below). Finally, the
synset associated to the unified concept is determined according the following rules:

• R5: if R1 is triggered, then the synset is the same to the c1 or c2;
• R6: if R2 is triggered, then the synsets are the common ones between the associated

to c1 and c2;
• R7: if R3 is triggered, then the synset is the one associated to the ci2NAC.

3.3 Search and Retrieval

The defined retrieval model is fundamentally applied in the in the projection queries. In
the process of query Q specification, the definition of one or more interesting concepts
CQ = {c1, c2,…, cn} by the user is required, as well as defining the search source (SS)
selecting a set of CM {cm1, cm2,…, cmn} from the CMR. The CM included in SS are
semantically integrated through a union query as internal task in the query processing.
Therefore, SS can be formally defined by the tuple (Css, Pss), where Css is the set of
concepts {c1, c2,…, cn} and Pss is the set of propositions {p11, p12, p13,…, pij}, included
in the selected CM. For the query evaluation process, three rules were defined for
identifying if a concept cj /cj 2 Css is retrieved or not, according to a concept ci 2 CQ,
where syntactic and semantic analysis are combined.

These rules are described below and are executed following the same order in
which they appear. However, it is possible to parameterize the combination of the
analysis type considered, according to: using the syntactic analysis, using the semantic
analysis, or combining both analyses. The rules are described below:

Being a concept A/A 2 CQ, a concept B/B 2 Css, W(ci) the set of words included
in the label of ci, and Sw(ci) the set of synonym terms included in S(ci). The concept B is
retrieved from SS if:

• R1: A � B (syntactically equivalent); or
• R2: A 2 W(B); or
• R3: A 2 Sw(B).

4 Evaluation and Results

The evaluation of the proposed method turns out complex because a methodology to
carry out the evaluation of this type of method has not been reported. The application
of metric such as precision and coverage commonly used in information retrieval area
could be applied but neither reference corpus has been identified. According to this
situation, the experimental evaluation was focused in the proposed disambiguation
algorithm, considering it a key task inside the semantic processing method. The
practical application of the method is exemplified through example cases.
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4.1 Evaluation of the Disambiguation Algorithm

In a different way as occurs in word sense disambiguation for texts, there is no corpus
suitable for the evaluation of disambiguation algorithms in CM. Therefore, a dataset
constituted by 50 CM written in English language were constructed to carry out the
evaluation task. Those CM were selected from various sources, mainly scientific papers
published in the CMC1 proceedings, where each CM having at least one ambiguous
concept. From all concepts, 65% of them had at least one synset in WordNet, with 24
different domains tagging those synsets. A characterization of this set of CM is shown
in Table 1.

The results of the algorithm were evaluated using precision (P), recall (R), coverage
(C) and F1 measures [16], and compared with those obtained by the other reported
proposals [5, 19]. The results are shows in Table 2. In this experiment, the new
disambiguation algorithm was evaluated considering wc = 0.75 and wr = 0.25.

In Table 2, the best results shown in the disambiguation process were obtained with
the new proposal, although the coverage is slightly lower than the obtained with [5].
The obtained results of precisions and coverage indicates a significant reduction of the
ambiguity associated to the concepts represented in the CM, contributing to improve
the quality of the semantic processing carried out in the information retrieval and
integration processes. If the senses that are identified as most appropriated for concepts
are correct, then the terms included in the synset resultant of the disambiguation are
effectively their synonyms. Moreover, as the semantic integration is based on the

Table 1. Characterization of the 50 CM used in the experiments.

C CS SCWN AC SAC DWN

Average 22.98 15.32 4.88 9.72 7.05 24.20
Std. Dev. 10.75 9.56 2.20 7.63 3.00 13.70
Total 1149 766 – 486 – –

Notation: C: concepts; CS: concepts with at least one
synsets in WordNet; SCWN: synsets of concepts in
WordNet; AC: ambiguous concepts; SAC: synsets of
ambiguous concepts; DWN: domains in WordNet.

Table 2. Comparative evaluation of the disambiguation algorithms

Algorithms P R C F1
Cañas et al. [5] 0.538 0.538 1.000 0.538
Simón et al. [19] 0.745 0.656 0.880 0.698
New proposal 0.864 0.833 0.965 0.848

1 International Conference on Concept Mapping. URL: http://cmc.ihmc.us/cmc-proceedings/.
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semantic similarity, if the quality of the disambiguation is high, then the effectiveness
of the integration is increased. The effectiveness of the disambiguation process largely
ensures the quality of results to be obtained applying the semantic processing method
proposed.

4.2 Application of the Proposed Method: A Case Study

As example cases for illustrating the application of the proposed method two CM were
selected (see Figs. 2 and 3), which constitutes fragments from others CM that represent
conceptualizations of some services in the hotel domain. These conceptualizations were
the result of a knowledge elicitation process from hotel domain experts, as part of a
terminological ontology construction process. The proposed method was implemented
in Java language and executed in this case using the English WordNet 3.0. In this
method, WordNet versions of other language can be used too, according to the lan-
guages used the CM.

Two tasks that the knowledge engineer can performs as part of the conceptual-
ization analysis process required for obtaining the ontology were selected to exemplify
the proposed method. These tasks are defined as follows:

1. to recover a global view of the conceptualization, and
2. to recover relevant information about the concepts ‘defrayment’ and ‘cost’.

To achieve the defined tasks the following CMQL queries were used [10]: Union/
CMUnion({Receipt, Paid}) and Projection/CMProj+1({Receipt, Paid}, {‘defrayment’,
‘cost’}), where ‘Receipt’ and ‘Paid’ are the names of the CM shown in Figs. 4 and 5,
respectively.

The first step of the execution of any queries is the semantic extension of the
concept included in the CM that conform the search space (‘Receipt’ and ‘Paid’). The
Figs. 4 and 5 show the different synset identified in WordNet for each concept rep-
resented in these CM, and the results of the disambiguation algorithm for the 11
ambiguous concepts (78.5% of the concepts) is also shown.

Fig. 2. Concept map of ‘Receipt’ Fig. 3. Concept map of ‘Paid’
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In the cases shown, the proposed disambiguation algorithm produced a 100% of
precision and coverage in both CM. This result is very relevant, taking into account the
high average of synset for ambiguous concepts that is shown in the Figs. 4 and 5. As
result of the semantic extension, the following concepts are extended: ‘account (syn-
onyms: ‘bill’ and ‘invoice’), ‘cost’ (synonyms: ‘price’ and ‘toil’), ‘defrayal’ (synonyms:
‘payment’ and ‘defrayment’), ‘shop assistant’ (synonyms: ‘salesclerk’, ‘shop clerk’ and
‘clerk’), ‘client’(synonym: ‘customer’), ‘payment’ (synonyms: ‘defrayal’ and ‘defray-
ment’), ‘bill’(synonyms: ‘account’ and ‘invoice’), ‘product’(synonyms: ‘merchandise’
and ‘ware’), ‘cash’(synonyms: ‘hard cash’ and ‘hard currency’) and ‘price’ (syn-
onyms: ‘monetary value’ and ‘cost’).

Fig. 4. Semantic extension of the CM ‘Receipt’

Fig. 5. Semantic extension of the CM ‘Paid’
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Two variants of the queries were executed: without applying the semantic pro-
cessing method and applying the method. The results of Union queries are shown in
Figs. 6 and 7 and the results of Projection queries are shown in Figs. 8 and 9.

In the Fig. 6 it can be appreciated as the CM are only integrated by means of
‘client’ and ‘shop assistant’ concepts. However, in the Fig. 7, the CM are furthermore
integrated by means of ‘bill’-‘account’, and ‘payment’-‘defrayal’ concepts, which have
the same sense in both CM, but without a semantic processing they would not be
integrated. In the Fig. 9, it is appreciating that applying the semantic processing
method the amount of retrieved information was increased, respect the result shown in
Fig. 8, which facilitates to increase the identification possibilities of relevant infor-
mation by the end user.

Fig. 6. Result of the CMUnion({Receipt, Paid}) without applying the semantic processing

Fig. 7. Result of the CMUnion({Receipt, Paid}) applying the semantic analysis
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5 Conclusions

This paper presented a semantic processing method applied to a query-based approach
for mining CMR or CM-based knowledge models, which is based on the semantic
extension of concepts, and a set of rules for guiding the integration, search and retrieval
processes. In this method, the semantic information associated to the concepts is
captured from WordNet and a concept sense disambiguation algorithm is applied. The
combination of syntactic and semantic information processing, associated to the con-
cepts represented in the CM stored in CMR and integrated to the query processing
defined in CMQL, allowed improve the results of information integration and retrieval
processes carried out for mining this valuable knowledge source. The application of a
disambiguation algorithm contributes to reduce the inherent ambiguity in CM and
increase the effectiveness of the semantic processing method. The proposed disam-
biguation algorithm improves the results of those obtained by other proposal, through
combining the results obtained from domain, context and gloss heuristics for deter-
mining the sense of the concept. The reached accuracy by this disambiguation algo-
rithm largely ensures the quality of results to be obtained applying the proposed
method. Through the example cases developed, the usefulness of the semantic pro-
cessing method was demonstrated.

Fig. 8. Result of the CMProj+1({Receipt, Paid}, {‘defrayment’, ‘cost’}) without applying the
semantic processing

Fig. 9. Result of the CMProj+1({Receipt, Paid}, {‘defrayment’, ‘cost’}) applying the semantic
processing
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Abstract. In scenarios where capturing and efficiently managing data from
heterogeneous data sources can be an advantage, the development and use of
ontologies is increasingly common. In this paper, an ontology-based data
management model applied to the Geographic Information System denominated
SIGOBE as part of the Business Management System of the Cuban Electric
Union (SIGE), is presented. The proposed data management model combines
the use of a developed domain ontology (OntoSIGOBE), with an intelligent
query answering process based on the case-based reasoning technic. OntoSI-
GOBE represents the conceptualization associated to the distribution and
transmission processes of electrical energy, and the captured knowledge from
the heterogeneous data sources of SIGE. OntoSIGOBE allows achieve the
semantic interoperability between the data sources and the query answering
process. The obtained results evidence that the proposed model provides a
flexible and integrated data access in SIGOBE reaching high satisfaction to the
end users.

Keywords: Ontology-based data management � Ontology engineering �
Geographic information systems � Case-based reasoning

1 Introduction

The Electrical Union (UNE, Spanish acronym) in Cuba develops the Business Man-
agement System of the Electric Union (SIGE) for the automation of electrical processes
[3]. SIGE integrates of two main subsystems: Integral System of Network Management
(SIGERE) and Integral Management System of the Electric Industry Construction
Enterprise (SIGECIE). The functions of SIGERE and SIGECIE are to collect technical,
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economic and management data to convert them into key information for supporting
the decision making.

The collected data facilitate and improve the efficiency in the analysis, planning,
operation, and control of the distribution and transmission electricity networks.
SIGERE and SIGECIE are considered complex systems because they have 36 modules
and a database compose of: 716 tables, 1303 stored procedures and 74 functions. Both
systems establish the databases of a Geographic Information System (GIS) of the SIGE,
which is denominated SIGOBE. An average query in the SIGOBE involves approxi-
mately nine tables with different attributes and the queries on a specific topic requires
knowledge of the database organization. Despite the number of stored queries in
SIGOBE, they still do not cover the needs of the customer due to the operational
dynamics of the national electro-energy system and several weaknesses identified, such
as: absence of semantic correspondence between the databases of SIGE and the digital
cartography of the electric system; low integration and heterogeneity of the key con-
cepts for the electric system in the database, as well as between the geographical
objects in cartography; and the develop of a static query for each problem which is very
inefficient.

In order to address these challenges, the Ontology-Based Data Management
(OBDM) paradigms [1, 7] were considered to define a new data management model
approach for SIGOBE. OBDM has recently emerged as a general paradigm based on
the assumption that a domain ontology capturing complex knowledge can be used for
data management by linking it to data sources using declarative mappings [1, 12]. In
these systems, the ontology is a key resource and constitutes a conceptual, formal
description of the domain of interest to a given organization (for instance, the trans-
mission and distribution processes for the Cuban Electric Union), expressed in terms of
relevant concepts, attributes of concepts, relationships between concepts, and logical
assertions characterizing the domain knowledge [2].

In this paper, an ontology-based data management model applied to SIGOBE is
presented. This model combines the use of a manually developed domain ontology
(denominated OntoSIGOBE) with an Intelligent Query Answering Process. OntoSI-
GOBE formalize the semantic meaning of the conceptualization associated to the
processes of distribution and transmission of electrical energy, as well as represents the
implicit captured knowledge from SIGERE and SIGECIE Databases, and SIGE Car-
tography, in order to achieve semantic interoperability between these data sources in
the query answering process. The Intelligent Query Answering Process exploits con-
ceptual schema in OntoSIGOBE as an intermediate layer for accessing and querying
the data source, through the query preprocessing applying several basic natural lan-
guage processing (NLP) tasks and a case-based reasoning process, for increasing the
efficiency and flexibility of the querying process by end users. The proposed model and
the constructed ontology were evaluated from different perspective.

OntoSIGOBE was evaluated considering a task-based approaches to measure how
this ontology helps improving the querying process associated to customers’ infor-
mation needs, and using the OOPS! (OntOlogy Pitfall Scanner!) system1 to diagnose

1 http://oops.linkeddata.es/.
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aspects such as: structural, functional, usability-Profiling, consistency, completeness,
and conciseness [13]. Additionally, a software-quality evaluation process was carried
out to evaluate the quality of the implemented system for applying the proposed model.
The obtained results in the experimental and quality evaluations processes carried out
evidence that the proposed model provides a flexible and integrated data access to the
end users of SIGOBE, improving the performance of this system in the querying
process and reaching high satisfaction of the end users.

The rest of the paper is organized as follows: Sect. 2 summarizes the theoretical and
scientific foundation associated to the fundamental interest topics for the research
carried out, Sect. 3 describes the proposed data management model for SIGOBE;
Sect. 4 presents the experimental results and the corresponding analysis; and conclu-
sions arrived and future works are given in Sect. 5.

2 Background

In the geographic data domain, ontologies are used to formalizing the semantic
meaning of geospatial concepts and data, categories and spatial relations in a machine-
understandable manner. Geospatial semantics can also facilitate the design of GIS by
enhancing the interoperability of distributed systems and developing more intelligent
interfaces for the user interactions [6]. Ontology-Based Data Management (OBDM)
has recently emerged as a general paradigm.

The OBDM is based on the assumption that a domain ontology capturing complex
knowledge can be used for data management by linking it to data sources using
declarative mappings [1, 12]. The key idea of OBDM is to resort to a three-level
architecture: the ontology, the sources, and the mapping between them, where the
ontology is a formal description of the domain of interest, and is the heart of the whole
system [7]. The ontology is a conceptual, formal description of the domain of interest
to a given organization, expressed in terms of relevant concepts, attributes of concepts,
relationships between concepts, and logical assertions characterizing the domain
knowledge [2].

In OBDM, Ontology-Based Data Access and Integration (we refer to OBDI) is one
of the distinctive dimensions, which deals with capturing implicit knowledge from
heterogeneous data sources in order to achieve semantic interoperability between them
at access and integration levels. Ontologies are the key resource in these systems, since
they allow to management the implicit semantic meaning of the data source, at the
same time that facilitate the retrieval, integration and maintenance of the information
[17]. In recent years, research on OBDI applications from heterogeneous data sources
in different real-world scenarios has been intensified. One of the most prominent
scenarios concerns the geospatial data domain, in which ontologies deals with the
totality of geospatial concepts, categories, relations and processes and with their
interrelations at different resolutions [10]. According to the reported in [17], the
semantic data integration can be defined in three variants, which are based on what kind
of ontologies are used and how these ontologies relate to each other: (i) the single-
ontology, (ii) the multiple-ontology, and (iii) the hybrid OBDI. Our proposed data

38 R. Comas Rodríguez et al.



www.manaraa.com

management model would classify to the first variant because a single domain ontology
is developed and used to integrate all data sources.

The ontology offers the conceptualization and the required semantic description to
reach a high level of data integration. However, we still have a problem associated to
the static behavior of the actual querying process in the SIGOBE system. If a static
query is developed for each problem that arises, the database begins to store a group of
scarcely-used queries. In order solve the problem, the system must be able to generate
intelligent queries in real time, in which the knowledge obtained from previous ones is
used and the Case-Based Reasoning (CBR) constitute a promising alternative for this
propose. CBR is based on the premise that similar previous problems will have similar
solutions. CBR have three main components: a user interface, a knowledge base (cases
database or cases repository) and an inference engine and contributes to progressive
learning, so that the domain does not need to be fully represented. The CBR allow
quickly solutions to the problems, because: the answers are not derived from scratch,
but from previously solved cases; propose solutions in domains not fully understood;
they offer a means of evaluating solutions when an algorithmic method is not available;
focus on the most important characteristics or parts of the problem; and lighten the
knowledge engineering required to build the knowledge base, because it works directly
with cases or examples of the problem to be solved, without mediating a particular
form of knowledge representation. An analysis of the queries carried out, including
those for SIGERE, allows establishing the structure of a case to solve the problem,
which is divided into predictive traits and objective traits; as it will be shown ahead.

3 Data Management Model Proposed for SIGOBE

In the proposed model, the information needs by end users are formulated in terms of
natural language sentences and using a technical vocabulary, instead of the data
sources. The sentences are automatically translated into operations (queries) over the
data sources, which results are graphically visualized in the geographic interface of
SIGOBE. A domain ontology, named OntoSIGOBE, was manually developed to
represents the conceptualization associated to the distribution and transmission pro-
cesses of electrical energy, as well as the captured knowledge from the heterogeneous
data sources of SIGE, in order to achieve semantic interoperability between them in the
query answering process. An Intelligent Query Answering Process exploits the con-
ceptual schema (OntoSIGOBE) as an intermediate layer for accessing and querying the
data source that given information to SIGOBE. This process is carried out combining
the query preprocessing with the case-based reasoning, for increasing the efficiency and
flexibility of the querying process by end users. An overview of the proposed model is
shown in Fig. 1.
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3.1 OntoSIGOBE Construction

OntoSIGOBE constitute a domain ontology, and formalize the semantic meaning of the
conceptualization associated to the processes of distribution and transmission of
electrical energy in the SIGE context. The conceptualization represents the implicit
captured knowledge from the SIGERE and SIGECIE Databases, and the SIGE Car-
tography, in order to achieve semantic interoperability between these data sources in
the query answering process in SIGOBE. This conceptualization was enriched and
refined considering the captured knowledge from several domain experts in the energy-
electro sector which were interviewees. The construction process of this ontology was
carried out using Methontology [4] and Protégé, and OWL was used for coding the
formalized knowledge.

In OntoSIGOBE, different concepts types are represented as owl:Class and inte-
grated in the taxonomy: geographic and electrical domain concepts. Specifically, three
concepts groups were represented and integrated: electrical concepts defined as
nomenclatures in the databases, such as: administrative and political structures (ac-
cording to the administrative organization of the Cuban Electrical Union), capacities,
voltages, manufacturer, among others; electrical elements geographically represented in
the cartography, which have spatial and alphanumeric information, such as: circuits,
transformer installations, lamps, disconnectors, among others; and geographic con-
cepts, such as: geographical areas, regions, natural geographical accidents or built by
the man with impact in the electric system operation, among others. The basic elements
of the electric network are represented in correspondence with their geographical
characteristics (e.g. position in the geographic space). From the perspective of the
knowledge representation architecture, OntoSIGOBE has been modelling according to
the schema shown in Fig. 2.

Fig. 1. Overview of the data management model proposed
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The TBox defines concepts and relationships between them (taxonomy and semantic
relationship) and is stored in theOWLfile, whereas the instances (data) are not included in
the OWL file, these are stored in the data sources. The instances retrieval process in the
proposedmodel is carried out through SQL queries, which are defined in the specification
of each case stored in the knowledge base of the CBR Module (descriptions are given in
above section). Some classes of the taxonomy of OntoSIGOBE are shown in Fig. 3.

Fig. 2. Overview of the knowledge representation architecture

Fig. 3. Portion of the taxonomy of the OntoSIGOBE
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In this taxonomy some examples of electrical elements are represented as owl:
Class, such as: “Instalación” (Instalation, in English) and represented as rdfs:-
subClassOf of it are “Circuitos” (Circuits, in English) and “Banco_de_Capacitores”
(Capacitors Bank, in English), and from “Circuitos” others rdfs:subClassOf are
derived: “Circuito_Primario” (Primary Circuit, in English) and “Líneas_220 kV” (Line
220 kV, in English). Several types of non-taxonomy or semantic relationship between
concepts are represented in the conceptualization of OntoSIGOBE, which are formally
defined as Object Properties and coding using owl:ObjectProperty specifications.
These relationships have been defined from electric and geographic perspective. One
example of electric domain relationship is “alimenta” (feeds, in English), useful to
modelling the case of exists some sub-stations and transformers bank that feeds dif-
ferent circuits, and an example of geographic domain relationship is “intersecta” (in-
tersect, in English), useful to modelling the case of the “RiosGeo”, “VialesGeo” or
“ViasFerreasGeo” (captured concepts from the SIGE Cartography) that intersect cir-
cuits. The Object Properties in OntoSIGOBE are shown in Table 1. Several property
restrictions, such as: hasValue and someValuesFrom, have been specified in the for-
malization of the defined Object Property (some of them are shown in Fig. 4),

Fig. 4. Examples of object properties and property restrictions included in OntoSIGOBE

Table 1. Examples of semantic relationship

Properties Inverse
(owl:inverseOf)

Examples of real situations

alimenta alimentada_por A circuit feeds to a transformers bank
contiene esta_contenido_en A Substation contains a control hut
dista dista_de A transformers bank is at a distance of a road
intersecta intersectada_por The line phone intersect the electric line
pertenece_a tiene A transformer belongs to a specific transformers bank
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for increasing the semantic expressiveness of the OntoSIGOBE and the capabilities to
answer more complex queries. Finally, in the Table 2 some composition elements of
the OntoSIGOBE are shown.

3.2 Query Preprocessing

The users have the possibility of querying the SIGOBE system by free sentences in
natural language using a technical vocabulary; for example: “Bancos de transfor-
madores con una capacidad mayor que 15 kV”. In order to increase the efficiency in
this querying process, the new proposed data management model for SIGOBE includes
an intelligent query answering process, which is based on the use of case-based rea-
soning technic. In this sense, the query processing task is carried out for extracting the
relevant information and predictive features from queries for understanding the
information necessities of users based on the application of the case-based reasoning
technic.

In this process, basic NLP tasks, like lexical-syntactic and semantic analysis, are
applied to the query. The tokens without meaning are removed from the query sen-
tence, e.g.: stop words, articles, and punctuation signs. Next, the relevant concepts and
the relationship between them are identified through the syntactic and semantic anal-
ysis, which is supported by the OntoSIGOBE developed. These analyses include the
identification of entities, the type of relationship between entities, and the search or
filter requirements. This identification process is carried out by using the represented
knowledge in the OntoSIGOBE as reference vocabulary to interpret the information
available in the data sources. As a result of this process, the user’s query is transformed
in a set of predictive features that considers the information elements captured from
queries as values of those features. In Table 3, the specifications and meaning of the
predictive and objective features are described.

The ON and OG ontological features are represented using a description logics
approach. A possible value of the ON would be: T \ TPot \ TMonophasic \ ⌐
SSecondary. This range expresses that the element is a monophasic primary trans-
former without secondary output. OG works similarly but considering spatial rela-
tionship. An example that refers to the location of an element would be: P \ Prov \
Muncp, which expresses that an element belongs to the country (P), to a province
(Prov) and to a municipality (Muncp). The structure of the cases in this proposal is
represented in Fig. 5, and it is based on the cases repository structure reported in [15].

Table 2. Composition of the OntoSIGOBE

Classes SubClassOf
relationship

Equivalent
classes

Object
properties

Axiom Semantic
relationship

53 63 6 10 155 929
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3.3 Case-Based Reasoning

Taking as a premise that similar problems will have similar solutions, Case Based
Reasoning (CBR) is used as a tool in order to define an intelligent querying mecha-
nism. The CBR is a method of artificial intelligence to solve unstructured problems,
where the reasoning is made from an associative memory, which uses an algorithm to
determine a measure of similarity between two objects. In cases-based systems, the
domain does not have to be completely represented [8] and learning is progressive [16].

Table 3. Universe of discourse of predictive and objective features

Features Possible values Type

Predictive features
NV Secondary, Primary, Subtransmission, Transmission Symbolic and

single-valued
EB Posts, Transformer banks, Capacitor banks, Generator groups,

Disconnectors, Structures, Lamps, Transmission Circuit,
Subtransmission Circuit, Primary Circuit, Secondary Circuit,
Lighting Circuit, Distribution Substation, Transmission
Substation

Symbolic and
single-valued

AT Attributes to be returned by the inquiry (code, voltage, name,
etc.)

Set

Tables Tables of the SIGERE involved in the inquiry (Accessories,
Actions, Connection, Interruptions, Line,
CurrentSupplyPrimary)

Set

CA Element to compare (Attribute being compared) Symbolic and
single-valued

OP Operator ([ ; \ ; � � ¼; like ; . . .) Symbolic and
single-valued

ON Ontology (description logics) OntoSIGOBE
OG Spatial constraint (description logics) OntoSIGOBE
Objective features
From Returns the From of the inquiry to the SIGERE String
Where Returns the Where of the inquiry to the SIGERE String
CE Returns the GIS inquiry String

Specifications: NV: voltage level; EB: Base element; AT: Attributes in analysis; T1… T10:
Tables involved; CA: Analysis Conditions; OP: Operator analysis; ON: Ontology Base; OG:
Ontology Space.

Fig. 5. Structure of the cases.
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The CBR is a cycle so-called 4R that has the following stages [11]: retrieves, reuse,
revise and retain.

Global dissimilarity is determined by Eq. 1. The distances are weighted considering
the expert criterion, with a weight wi, the greater wi; the greater the importance of the
trait. The most important traits are the ontological ones.

DisSimGlobal X;Yð Þ ¼
Xm
i¼0

wi � di xj; yj
� �

=n ð1Þ

where
P

wi ¼ 1.
Local distance di ¼ xi; yið Þ is determined by the type of data xi; yi. In the case

presented here there are three types of data for which different distance measures are
used.

The defined recover process in Algorithm 1 obtains the k cases closest to the
inquiry requested by the user, using Eq. 1 to calculate the distance. The result of the
evaluation of the selected k system is 3 by default. The set of cases obtained by
Algorithm 1 (Table 4) constitutes the input of the adapter module. Based on the
transformational analogy, to propose an initial solution is developed [15]. The new case
is evaluated and adapted to the conditions on the recovered cases. The pre-set con-
sultations are not necessarily identical to those stored in previous cases. To develop an
initial solution, all recovered cases are considered and a combination of the recovered
solutions is taken as a starting point.

The input of the adaptation module is an initial solution of the three objective traits.
This module allows to reuse and adapt based on transformational analogy, which
implies structural changes in the solution. Transformational adaptation is guided by
common sense where the rules were defined and used in the adaptation process. This
process is considered a T-space, where the known solution (KS) is going to be
transformed with the use of T-operators, until it becomes the solution of a new
problem.

The retention is induced from the cases, so it will be necessary to redefine it
periodically. The efficiency of the system is affected when the number of cases grows
excessively, therefore, it is important to avoid including cases that do not contribute
new information to the system. To carry out the retention of cases, the following steps
are followed:

• The degree of information provided by the case to the system is calculated. This
degree of information is estimated by the number of T-operators applied between
the set of T-operators in the T-space.

• It is considered feasible to retain the case whose degree of information provided is
greater than a (a represents an information threshold).

• If the case is feasible, it is retained in the corresponding sub-base according to the
value of the NV, EB and OP predictive traits, given the calculation of the degree of
information provided by an objective trait.

The degree of information provided to the system by the value of an objective trait is
calculated as the minimum number of T-operators applied.
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4 Experimental Results and Quality Evaluation

SIGOBE is considered a support decision system with national scope, therefore
applicable to different areas inside the Cuban National Electric Union. In order to apply
the proposed data management model in SIGOBE, the module SICUNE (Intelligent
System of Consultation for the UNE) was implemented. SICUNE implement the
proposed model according to a structure of six packages: Set, String and Position, for
grouping the functionalities and procedures associated to the sets, strings, and position
similarity processing, respectively; Structure and Useful, for grouping the functional-
ities and procedures associated to the access and management of the cases base,
respectively; and Visual CBR for establishing the link between the interface and the
application. The system was designed with the possibility of adding new measures of
similarity by attributes in the CBR process, although the Jaro-Winkler distance [18]
was used in the experiment carried out (97% accuracy was obtained with this function).

Application or task-based evaluation constitutes one of those classification referred
to mostly by recent research in ontology evaluations [5, 14]. Task-based approaches try
to measure how far an ontology helps improving the results of a certain task [14]. In the
proposed model, OntoSIGOBE was designed for improving the performance of the
SIGOBE system in the querying process associated to customers’ information needs
about the distribution and transmission processes in the electrical sector, through a
CBR approach and the SICUNE module.

Inspired in the task-based approach, we evaluate the proposed ontology-based data
management model using SICUNE in the context of the daily operational work of three
departments of the Electric Union: Office, Engineering Department, and Customer
Service Area, and measuring the precision of the proposed model in the question
answering process. These departments use information from different areas of the
databases and achieve greater coverage in the information contained. A period of one
month was considered as time interval for the evaluation tests; an average of 175
queries were carried out on SIGOBE from those departments. Additionally, a knowl-
edge base composed of 265 cases was developed and used in this evaluation task.

Table 4. Algorithm 1: Recover algorithm of k most similar cases

Input: P; problem to solve and BC0 ¼ bc1; bc2; . . .; bcnf g; sub-set of cases obtained from the
sub-base that corresponds to the P case
Output: Sets of K more similar cases
8 bcj 2 BC0 is calculated the DisSimGlobal bci; Pð Þ. Where:

DisSimGlobal bcj; P
� � ¼ P8

i¼0
wi � di bcji; Pi

� �
=n

di bcji; Pi
� � ¼

di bcji; Pi
� � ¼ 0Si bcji ¼¼ Pi

1Sibcji 6¼ Pi

�
i ¼ 1; 2; 5; 6

di bcji; Pi
� � ¼ bcji \Pij j

bcji [Pij j i ¼ 3; 4

di bcji; Pi
� � ¼ 1

3
c

jbcji j þ
c
jPij þ

c�t=2
c

� �
i ¼ 7; 8

8>>>>><
>>>>>:

The most similar K cases are returned with a K = 3
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Table 5 shows the obtained results. The engineering area was the one with the lowest
representation in the knowledge base, because version one of SIGOBE focused on the
Office, attention to complaints from the population and the investment area. However,
94.18% of precision was obtained.

OntoSIGOBE was also evaluated using the OOPS! (OntOlogy Pitfall Scanner!)
system. OOPS! is actually the most complete available system for the (semi)auto-
matically diagnose of ontologies; this system implements the quality model for
ontology diagnose proposed in [13]. The quality model aligns the pitfall catalogue to
the existing quality models for semantic technologies, which describe 41 evaluation
pitfalls classified in the following dimensions: structural, functional, usability-profiling,
consistency, completeness, and conciseness. The pitfalls report generated by the
OOPS! system is shown in Table 6.

Considering that SIGOBE constitutes a real system whose results have a direct
impact in the decisions making of the Cuban Electric Union, a software-quality eval-
uation process was carried out. Specifically, the model reported in [9], which is based
on ISO-9126:2002 was used, and the results are shown in Table 7.

Table 5. Results of the proposed ontology-based data management model using SICUNE

Areas Queries Correct
predictions

Incorrect
predictions

Learned Precision
(%)

Office 230 221 9 23 96.08
Engineering
department

189 178 11 40 94.18

Customer service
area

147 140 7 18 95.23

Total 566 539 27 81
Precision Ave. 95.16%

Table 6. Evaluation report of OntoSIGOBE from OOPS! system

Pitfalls Definition Category of
evaluation

Important
level

Argumentation

P08 Missing annotations Usability-
profiling

Minor –

P10 Missing disjointness Completeness Important OntoSIGOBE not include disjoint
axioms because no classes fulfilled
this characteristic

P22 Using different
naming conventions
in the ontology

Usability-
profiling

Minor –
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The results were computed from the captured valuation of five main specialists of
technical departments of the Cuban Electric Union. The specialists gave a weight to
each attribute in a value range of 1 to 10, being 10 the maximum score. ISO-9126:
2002 is an official, approved and validated standard that aims to establish an interna-
tional standard for the evaluation of the quality of computer systems using metric
indicators. The obtained results are satisfactory because the system complies with
96.5% of the indicators.

5 Conclusions and Future Works

This paper presented an ontology-based data management model applied to the Geo-
graphic Information System denominated SIGOBE, which combines the use of a
developed domain ontology with the application of the case-based reasoning technic
for defining an intelligent query answering process and improving the performance of
SIGOBE system. The application of the proposed model to SIGOBE allowed to
increase the spectrum of successfully answered requests of the specialists and to
facilitate several functions and operations such as: (1) to locate objections from the
population associated to failed installation or abnormal parameters, (2) to organize the
routes of the technical vehicles (displaying the customer voltages on the map, (3) to
develop studies of equipment faults in rural areas, and (4) to optimize the electrical
networks and their use.

Through the OntoSIGOBE and NLP tasks, applied to the query processing, com-
prehensive access to the database and dynamic queries are achieved, which are fun-
damental in high demand stages of services due to the speed of the link between
alphanumeric and geographic information, increasing the ease and convenience with
which requests are made. The obtained results in the evaluation process are promising
because high accuracy rates and high satisfaction of the software quality indicators
were achieved. On the other hand, satisfactory results were obtained in the automatic
evaluation of OntoSIGOBE using OOPS! system.

Table 7. Results of the software-quality evaluation

External and internal
evaluation

Usability evaluation

Attributes Values Attributes Values

Functionality 10,0 Efficacy 9,0
Reliability 10,0 Productivity 10,0
Usability 10,0 Satisfaction 10,0
Efficiency 10,0 Security 9,5
Maintenance capacity 10,0
Portability 8,0
Subtotal 58,0 Subtotal 38,5
Total 96,5
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As future work, several techniques that allow the ontology to be further exploited
will be evaluated, as well as the increase of the represented knowledge, with the
objective that the ontology itself becomes a query interface to satisfy more complex
user requests. Furthermore, others alternative for obtaining the weights of the features
will be analyzed in order to improves the global dissimilarity function and the results of
the similar-cases retrieval process.
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Abstract. Precision agriculture (AP) is a management strategy that uses ICT
(Information and Communication Technologies) to obtain information from
different sources in order to support decision-making, considering environ-
mental and economic aspects to optimize the Farmer’s tasks and provide quality
products to the costumer. The application of AP in agriculture can reduce time
spent in manual activities, avoid the indiscriminate use of chemicals, increase
production costs, soil deterioration and environmental pollution. Nowadays, AP
is a booming area that, taking advantage of technological advances, in computer
vision, heterogeneous architectures (Multicore, GPU, FGPA) and artificial
intelligence techniques (Machine learning, Deep learning), has allowed to sys-
tematize a variety of agricultural activities, such as disease detection, plant
counting, and identification of weed, pests and insects in different crops. This
paper presents a systematic review of literature (SRL) of image analysis and
processing techniques applied in precision agriculture using heterogeneous
technologies. Therefore, 32 scientific articles of the last five years from four
relevant bibliographic databases (Scopus, ScienceDirect, IEEE Xplore,
SpringerLink) were analyzed and synthesized. The selected publications answer
to four research questions proposed in this study. From the obtained results,
great opportunities for image analysis (segmentation), machine learning and the
use of graphic accelerators (GPU) were identified, which stand out as promising
techniques and tools for the development of efficient and precise automatic
systems, with the perspective to its application in real time for many agricultural
tasks.
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FPGA � Precision agriculture � SLR
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1 Introduction

Currently, precision agriculture (PA) plays an important role in the agricultural context
through the use of technological and electronic resources, which allow improving
production by adjusting fertilizers, chemical products and other agricultural inputs,
avoiding water and environmental pollution, and soil quality deterioration. The image
analysis and computer vision techniques are used in different areas, including many
agricultural applications that require an effort in computing, in order to automate
different activities [1]. These techniques have increased their application in precision
agriculture due to different factors, such as: equipment and accessories cost reduction,
increase in computational calculation efficiency, camera quality improvement and a
growing interest in different agricultural tasks, such as automatic crop lines detection
[2], weed detection [3, 4], pests and diseases detection [5], people, animals and
obstacles detection in different crop fields [6]. However, there still are many challenges
to overcome related to accuracy, execution time and real time application [7].

The technological change, since multicore processors appeared, has imposed the
need to use new paradigms of hardware and software (programming techniques), in
which shared memory schemes with messages coexist [8], with the utilization of
graphic accelerators (GPU, FPGA, Xeon Phi), which represent an alternative to achieve
high performance in certain computer applications [9, 10].

Graphics processing units (GPU) is a type of hardware born to improve the per-
formance of computer games. Currently, they have evolved to be used in other areas
such as precision agriculture [11], health, industry, commerce, computer modeling,
among others. Due to their computational structure, GPUs can offer superior perfor-
mance compared to the classic central processing units (CPU) [9]. Additionally, pro-
gramming languages such as CUDA (Computed Unified Device Architecture) [12], can
be adapted to parallel algorithm programming, which can be used in agricultural image
analysis applications, achieving shorter execution times. The integration of computer
vision and high-performance computing (HPC), represent an encouraging answer to
solve specific problems in precision agriculture [13].

In precision agriculture, different jobs have been carried out using agricultural
image analysis in many types of crops. Some of these works are researches and literary
reviews that deal with agricultural tasks, such as: rice quality identification [14], grain
classification [15], plant disease detection [7], citrus disease detection [16], obstacle
detection for agricultural videos [6], and weed identification in corn and potato crops
[2, 4, 17, 18]. In addition, the advances achieved in techniques and artificial intelli-
gence tools, were applied in precision agriculture for plant identification using machine
learning [19], and food production employing Deep learning [20].

The objective of this work is to carry out a systematic literature review (SLR) to
obtain updated information of the work done, on image analysis based on heteroge-
neous architectures applied in precision agriculture, including the detection of weeds in
different crops. Existing works mentioned above, as far as is known, use limited
heterogeneous architectures to systematize agricultural processes. Therefore, it is
necessary to identify new challenges, opportunities and trends in the application of
heterogeneous architectures for precision agriculture with the perspective to the

52 M. R. Pusdá-Chulde et al.



www.manaraa.com

development of more robust, efficient and accurate autonomous systems. The research
questions that were addressed in this study are the following:

– Which are the agricultural tasks that have been automated using analytical
techniques?

– Which are the image analysis techniques that have been used to detect crops and
weeds?

– Which heterogeneous architectures have been used in PA?
– Which are the challenges and trends in PA?

The manuscript is organized as follows: In Sect. 2, the methodology applied in this
study is presented, including research questions, document search, paper selection and
data extraction. Section 3 indicates the results obtained, including the answers found to
research questions. In Sect. 4, the discussion of the own results is carried out indicating
some limitations in this work. Finally, Sect. 5 presents the main conclusions and future
work.

2 Methodology

The methodology selected for the present systematic literature review (SLR) was the
proposed by [21–23]. The review protocol is presented in Fig. 1 and consisted of four
steps: (i) Research Questions, (ii) document search, (iii) paper selection, and (iv) rele-
vant data extraction. Each of the phases is explained below:

2.1 Research Questions

We established four research questions (RQ), Table 1, which are the guidelines in the
review process on the subject study. These questions address the analysis of images
and heterogeneous architectures in PA, specifically for crop identification and bad
herbs in different crop fields. The investigation team consisted of six researchers from
Argentina and Ecuador. Four scientific databases were considered: IEEE Xplore

Scopus Science 
Direct 

IEEE
Xplore 

Springer
Link

Research questions (4)

Document search (195)

Paper selection (32)

Relevant data extraction

Fig. 1. Protocol diagram used on SLR
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Digital Library [24], ScienceDirect [25], Scopus [26] and SpringerLink [27], which the
Técnica del Norte University (Ecuador) has access.

2.2 Document Search

For document search stage, a basic search string was used: ((“automatic detection” OR
“Image processing” OR “Image segmentation”) AND (“Graphics Processing Unit” OR
“Multiprocessor”) AND (“precision agriculture”)). Additionally, some variants were
used in the search chains, in order to obtain at least 10 documents in each bibliographic
database. Table 2 presents the search chains in each database and the combinations
used, considering that the databases have different search criteria and capabilities.
A total of 195 documents were found, from which 89 belongs to Scopus, 18 to
ScienceDirect, 62 to IEEE Xplore and 26 to SpringerLink.

2.3 Paper Selection

For paper selection, three phases were considered. In the first phase, inclusion and
exclusion criteria were applied. The inclusion criteria considered by the authors were:
(i) scientific articles, (ii) reviews, (iii) conferences evaluated by peers, (iv) studies
focused on the use of heterogeneous architectures in image processing for agricultural
tasks. All the works are related to the disciplines of computer science and engineering
(Computer Science and Engineering) published during the last 5 years (2014–2019) in
English. The exclusion criteria considered by the authors were: (i) duplicate work,
(ii) technical reports, (iii) book chapters, (iv) thesis, (v) studies published in other areas
of knowledge.

In the second phase, criteria related to the search strings were applied to give
greater relevance to the literary review and to answer to the four proposed research
questions. The selected documents were sorted by year of publication and title, sum-
mary and keywords were initially reviewed.

Table 1. Research Questions (RQ)

Number Research Question Motivation

RQ1 Which image processing and analysis
techniques were used for crop and
weed detection?

Identify image analysis techniques that
were used

RQ2 Which agricultural tasks have been
automated using image processing and
analysis techniques?

Identify the agricultural processes that
have been addressed through image
analysis

RQ3 Which heterogeneous architectures are
used in precision agriculture?

Identify the types of heterogeneous
architectures that are used in the
context of image analysis for PA
applications

RQ4 Which are the challenges and trends in
precision agriculture?

Know challenges, trends and future
work to be applied in precision
agriculture
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Finally, in a third phase, introduction and conclusions sections, were reviewed to
verify if the contained information, contributes and is related to the four proposed RQ.
The documents obtained applying the three phases are presented in Table 3.

The detail of the 32 finally selected papers, is presented in Table 4.

2.4 Relevant Data Extraction

The 32 finally selected papers (Table 4) were reviewed again by 3 members of the
team, verifying the frequency and selection of the articles. In the case of articles that
relate to more than one element of the RQ, they were classified into a single group for
better results and discussion analysis and interpretation.

The data extracted from the articles were obtained according to the RQ, first the
image analysis and processing techniques were reviewed, then the systematized tasks,
the heterogeneous architectures in the image processing, and finally the techniques and
tools that are used.

Table 2. Search strings used in scientific databases

Criterion Scopus ScienceDirect IEEE Xplore SpringerLink

Search
string

((“Images
processing” OR
“automatic
detection” OR
“imagen
segmentation “)
OR (“Graphics
Processing Unit”
OR
“multiprocessor”)
AND (“precision
agriculture”))

(Images
Processing) and
(automatic
detection) and
(Graphics
Processing Unit)
and (precision
agriculture)

((((Images
Processing or
automatic
detection or
imagen
segmentation))
AND (Graphics
Processing
Unit)) AND
precision
agriculture)

(Images
Processing or
automatic
detection or
Image
segmentation)
and (Graphics
Processing Unit)
and (precision
agriculture)

Total 89 18 62 26

Table 3. SLR paper selection

Database Phase I Phase II Phase III

IEEE Xplore 62 18 7
ScienceDirect 18 12 8
Scopus 89 21 7
SpringerLink 26 19 10
Total 195 70 32
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Table 4. SLR finally selected papers

Code and tittle Database Year Country

A1. Special issue on design and architectures of real-
time image processing in embedded systems

Springer 2014 France

A2. An automatic object-based method for optimal
thresholding in UAV images: Application for
vegetation detection in herbaceous crops

ScienceDirect 2014 Spain

A3. CT and MRI image compression using wavelet-
based contourlet transform and binary array
technique

Springer 2014 India

A4. Real-time multi-resolution edge detection with
pattern analysis on graphics processing unit

Springer 2014 China

A5. Potential Applications of Computer Vision in
Quality Inspection of Rice: A Review

Springer 2015 Iran

A6. Design and implementation of a computer
vision-guided greenhouse crop diagnostics system

Springer 2015 USA

A7. Procesamiento de imágenes para reconocimiento
de daños causados por plagas en el cultivo de
Begonia semperflorens (flor de azúcar)

IEEE 2015 Colombia

A8. Acceleration techniques and evaluation on multi-
core CPU, GPU and FPGA for image processing and
super-resolution

Scopus 2016 Greece

A9. Efficient parallelization on GPU of an image
smoothing method based on a variational model

Springer 2016 Portugal

A10. A novel global methodology to analyze the
embeddability of real-time image processing
algorithms

Springer 2016 France

A11. Approximate georeferencing and automatic
blurred image detection to reduce the costs of UAV
use in environmental and agricultural applications

ScienceDirect 2016 Spain

A12. A Survey on Detection and Classification of
Rice Plant Diseases

IEEE 2016 India

A13. Wavelet-based multicomponent denoising on
GPU to improve the classification of hyperspectral
images

Scopus 2017 Spain

A14. Research on Intelligent Acquisition of Smart
Agricultural Big Data

IEEE 2017 China

A15. An Autonomous Multi-Sensor UAV System for
Reduced-Input Precision Agriculture Applications

IEEE 2017 Bulgaria

A16. Convolution Neural Network in Precision
Agriculture for Plant Image Recognition and
Classification

IEEE 2017 UK

A17. Real-time parallel image processing
applications on multicore CPUs with OpenMP and
GPGPU with CUDA

Springer 2017 Turkey

(continued)
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3 Results

The results obtained in each of the four research questions (Table 1) proposed for this
study are listed below:

Table 4. (continued)

Code and tittle Database Year Country

A18. Design and implementation of WSN for
precision agriculture in white cabbage crops

IEEE 2017 Colombia

A19. Computer vision and artificial intelligence in
precision agriculture for grain crops: A systematic
review

ScienceDirect 2018 Brazil

A20. Digital mapping of soil available phosphorus
supported by AI Technology for precision agriculture

IEEE 2018 China

A21. Unsupervised detection of vineyards by 3D
point-cloud UAV photogrammetry for precision
agriculture

ScienceDirect 2018 Italy

A22. Deep leaning approach with colorimetric spaces
and vegetation indices for vine diseases detection in
UAV images

Scopus 2018 France

A23. Detection of stored-grain insects using deep
learning

ScienceDirect 2018 Canada

A24. Failure Detection in Row Crops from UAV
Images Using Morphological Operators

Scopus 2018 Brazil

A25. The recognition of rice images by UAV based
on capsule network

Springer 2018 China

A26. An Image Processing Method Based on
Features Selection for Crop Plants and Weeds
Discrimination Using RGB Images

Springer 2018 France

A27. On-line crop/weed discrimination through the
Mahalanobis distance from images in maize fields

ScienceDirect 2018 Ecuador

A28. A review on weed detection using ground-based
machine vision and image processing techniques

Scopus 2019 China

A29. CropDeep: The Crop Vision Dataset for Deep-
Learning-Based Classification and Detection in
Precision Agriculture

ScienceDirect 2019 China

A30. A UAV Guidance System Using Crop Row
Detection and Line Follower Algorithms

Scopus 2019 Brazil

A31. Development and evaluation of a low-cost and
smart technology for precision weed management
utilizing artificial intelligence

Scopus 2019 USA

A32. Automatic detection of cereal rows by means of
pattern recognition techniques

ScienceDirect 2019 Finland
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3.1 RQ1 Which Techniques of Image Processing and Analysis have been
used in Precision Agriculture?

The 32 articles previously selected (Table 4) addressed image processing and analysis
techniques (i.e. 100%). Some of them deal with one or more techniques, which clas-
sifies it in the one with the greatest contribution to RQ. The techniques are summarized
below:

Vegetation Indices-Based Techniques. Vegetation indices allow the extraction of
spectral characteristics by combining two or more spectral bands, based on the prop-
erties of the reflectance produced by vegetation [16]. In the review, the images obtained
by unmanned aerial vehicles (UAV) and the use of global positioning systems
(GPS) were considered. The works in this category are explained below:

In [28] a system of autonomous multi-sensor UAV images was developed, which is
designed to provide spectral information related to water management for an orchard.
Water and vegetation stress indices were derived from multispectral and thermal data
collected simultaneously from the developed system, then used as indicators to
determine water stress and crop health condition.

In [29], infected areas of grapes using UAV were identified, and with the data
obtained they proposed a method based on a convolutional neural network (CNN), to
detect symptoms of diseases in crops. The results of the CNN are compared using
different color spaces, vegetation indices, as well as the combination of both
information.

In [30] an autonomous system of detection and monitoring of plants guided by
computerized vision was built to continuously monitor the temporal, morphological
and spectral characteristics of a lettuce crop in a hydroponic system of nutrient film
technique (NFT).

In [31] a network of capsules (CapsNet) was designed using images of rice crops
captured by UAV. The images were previously processed using the histogram equal-
ization method in grayscale images and through the superpixels algorithm, a seg-
mentation of super pixels was obtained. The two results are sent to CapsNet for training
and it predicts the output vector according to the routing protocol. The study was used
to monitor the growth of rice and prevent diseases and pests.

In [32] a precision agriculture system was implemented that uses wireless sensor
networks supported by GPS to determine soil quality in white cabbage crops. In [33] a
complete guidance system for use in UAV (hardware and software) was proposed
based on image processing techniques for selective spray of agrochemicals.

In [34] an innovative unsupervised algorithm was presented for vineyard detection
and row grape characteristics evaluation, based on 3D point cloud maps processing, in
order to determine the number of rows and the number of missing plants in the rows.

In [35], the authors conducted a study on a methodology to reduce the cost of
generating geomatic products by automatically detecting blurry images, in a set of
images captured with a UAV, by establishing an indicator number, that describes the
level of blur in the images for a specific camera setting.

Thresholding Based Techniques. This technique provides a threshold automatically,
with appropriate behaviors, even under changing or adverse lighting conditions [2].

58 M. R. Pusdá-Chulde et al.



www.manaraa.com

Some literature reviews were carried out considering processes of preprocessing,
segmentation, characteristic extraction and classification, applied to the weed and crop
detection [36]; grain production [37]; classification and detection of species [38]; rice
quality review [14]; rice plants decease detection [19].

Segmentation is the method used by several authors in different applications [39],
where images are used to parallelize heterogeneous technologies in real time. In [40] a
method for the automatic extraction of geoparcels of images was proposed to determine
soil nutrients. In [41] an algorithm (OBIA) was developed that uses segmentation for
weed detection and germination monitoring. In [42] a highly efficient algorithm was
implemented for smoothing noise in damaged or altered images of large dimensions. In
[43] a method to detect missing plants in coffee crops was implemented using image
segmentation. In [44] a model was developed to determine the appropriate treatment
plans for different types of crops and different regions by compiling a database of
images through remote sensors.

In [45] an image processing algorithm was implemented for the representation of
edges based on the classification of the types of edges in four categories: ramp,
impulse, step and sigmoid (RISS). In addition, the proposed algorithm performs a
connectivity analysis (CA) on the edge map to ensure that small and disconnected
edges are removed. Performance analysis in experiments allows the multiple resolution
edge detection algorithm, proposed with edge pattern analysis, lead to more effective
edge detection and localization with improved accuracies.

Learning-Based Techniques. These techniques are based on both supervised and
unsupervised learning processes [2]. In [38] a data set was presented containing 31,147
images with more than 49,000 registered instances in 31 different ways, applying deep
learning to classify and detect different species in real time. In [46] a detection and
identification method for stored grain insects was developed, by applying a deep neural
network. In [47], several heuristic methods of prediction were proposed for image
characteristic extraction in different agricultural processes. In [48] a segmentation
method was used with many restrictions to overcome light acquisition conditions and
combined it with an appropriate morphological filtering, in order to eliminate seg-
mented images to discriminate crops and weeds in RGB images. In [49] an automatic
method was developed for the identification of interspersed weeds within the rows of
corn crops, by applying a minimum distance criterion based on Mahalanobis distances.

Wavelet-Based Techniques. In agricultural images processing, it is sometimes nec-
essary to highlight the details (edges) and detect the textures, analyzing the image from
different angles. Thus, two categories can be established: (1) analysis of the content of
the frequency, considered as a signal to separate the low (smooth variations in color)
and high frequencies (edges that provide details) [2]. In [50] a high-frequency sub-band
method was obtained from the wavelet transform that decomposes into multiple
directional sub-bands through a bank of directional filters to diagnose people’s
diseases.

Table 5 summarizes the image processing and analysis techniques used for preci-
sion agriculture activities.
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3.2 RQ2 Which Agricultural Tasks have been Automated Using Image
Processing and Analysis Techniques?

In total, 21 articles presented the systematization of agricultural processes through
image analysis (65%). Some of the articles deal with one or more processes, which are
summarized below:

Weed Detection. In five articles (A2, A26, A27, A28, A31) were presented methods
of image processing for the detection of weeds in agricultural crops. Technological
advances are most frequently used in the detection of weeds by image processing [36].
In [51] an intelligent sprayer was developed using vision and artificial intelligence to
distinguish weeds from vegetable crops and accurately spray weeds. In [41], an
algorithm was designed that processes ultra-high-resolution UAV images to discrimi-
nate weeds in the germination process and detect the specific places where they are
found for further treatment. In [48] an RGB imaging system was presented for crop and
weed discrimination.

Crop Monitoring. In total 3 articles (A7, A21, A25) present studies related to crop
monitoring through image processing. The monitoring of vineyards was obtained from
point clouds 3D maps, generated by multispectral UAV images [34]. Monitoring of the
germination of corn, sunflower and wheat crops [41]; rice growth and prevent diseases
and pests through multispectral UAV imaging [31]; monitoring of lettuce crops [30],
and the possible attack of pests in the begonia crop [52].

Disease Detection. Two articles (A12, A22) detailed a research on disease detection
for agricultural crops: identification of infected areas using UAV images to prevent the
massive spread of diseases in grape crops [29]; and detection of plants with diseases by
means of image processing techniques and automatic learning in rice crops [19].

Plague Detection. Two articles (A19, A23) are related to studies on plague detection.
In [46] a method was developed for detecting and identifying insects in stored grains
using a neural network with RGB images. In [37] a literature review was conducted on
tools and techniques of image processing with artificial vision and intelligence for
different approaches related to the detection of diseases, grain quality and phenotyping
with the aim of improving the production of five grains: corn, rice, wheat, soybeans and
barley.

Table 5. Processing and image analysis used techniques

Technique Selected papers Number of
papers

Segmentation A1, A2, A4, A5, A7, A9, A15, A17, A20, A22, A24,
A26, A28, A32

14

Vegetation indices A6, A11, A14, A18, A21, A25, A30, A31 8
Learning A8, A10, A12, A16, A23, A27, A29 7
Wavelet A3, A13, A19 3
Total 32
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Plant/Aliment Counting. Three articles (A5, A24, A32) presented studies on plants
and food counting, for different types of crops. In [14] the theoretical and technical
principles of computer vision was indicated for quality inspection and rice monitoring
where the best grain for human consumption is selected. In [43], a method was tested
for the detection of coffee plants missing in the sowing, which improves agricultural
management from aerial images, obtained by UAV.

Fumigation. An article (A30) presents an investigation about the use of agricultural
image processing for crop fumigation. The selective pulverization of agrochemicals is
essential to maintain high productivity and quality of agricultural products [33], and the
precise selection of weeds, reducing negative impacts related to costs and application of
agrochemicals [51].

Soil Characteristics. Three articles (A6, A15, A20) detailed research on obtaining soil
characteristics in different types of agricultural crops. The distribution of soil nutrients
is a key step for the application of precision agriculture and digital mapping of soil is an
effective technology [40]. The management of water and the distribution of soil
nutrients in pomegranate crops is very important to obtain optimal agricultural profits
through the processing of UAV images [28]. The determination of the stress of the
plants and determination of nutrients in the soil by means of spectral images for lettuce
crops is important to improve the quality of the products and obtain good prices in the
market [30].

Table 6 summarizes the agricultural tasks that have been automated using image
processing and analysis techniques.

3.3 RQ3 Which Heterogeneous Architectures are used in Precision
Agriculture?

Eight articles (25%) that propose the use of heterogeneous architectures applying image
processing and artificial intelligence techniques for different application contexts, were
analyzed. In [37], the literary review identified great opportunities and the authors
recommend the exploitation of GPUs and advanced artificial intelligence techniques,
such as DBN (Deep Belief Networks) in the construction of solid methods of computer

Table 6. Automated agricultural tasks

Activity Selected papers Number of papers

Crop monitoring A7, A21, A25 3
Disease detection A12, A22 2
Weed detection A2, A26, A27, A28, A31 5
Plague detection A19, A23 2
Plant/food counting A5, A32, A24 3
Fumigation A30 1
Soil characteristics A6, A20, A15 3
Total 19
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vision applied to precision agriculture. The multiprocessor architectures found are
detailed below:

GPU. A GPU is adequate for addressing problems that can be expressed as parallel
calculations of data with a high arithmetic intensity. Experiments with GPUs showed
that by increasing the size of the fragment in the images, the execution time decreases
approximately four times compared to serial computing [39]. The use of GPU in image
processing presents great opportunities to systematize agricultural activities using high
resolution images and large sizes [1]. Parallel processing techniques with GPU
accelerate the reconstruction of definition content with ultra-high-resolution images,
achieving three times faster than the normal process of image processing [53].
Algorithms for image preprocessing with GPUs can improve damaged images, espe-
cially in the elimination and smoothing of noise [28]. The processing of images with
GPU and the CUDA platform showed that increasing the number of cores reduces
response times [54]. The parallel implementation of image processing on a GPU shows
scalable acceleration as the resolution of an image increases [45].

Multicore. A multicore is a processor that combines two or more independent
microprocessors in a single package, often a single integrated circuit. Applications that
use image processing for agricultural tasks over time require better image resolutions
(cameras) and the integration of processing algorithms with heterogeneous systems
[47]. The inclusion of multiprocessing and multi-core technologies allows the seg-
mentation of many images in parallel, covering surfaces with several objects to be used
in different agricultural applications [39]. The use of multicore architectures with the
OpenMP platform [11], showed that when the size of the images increases, the exe-
cution time decreases approximately four times in comparison with serial computation
[39, 54].

FPGA. Field-Programmable Gate Array is a programmable device that contains logic
blocks whose interconnection and functionality can be configured at the moment,
through a specialized description language. The processing and analysis of images have
great application in the agricultural context demanding computing power for the
automation of different processes [1]. The use of FPGA architectures in the recon-
struction of high-resolution images shows a reduction in execution times four times
faster on the low-end Xilinx Virtex 5 devices and 69 times faster on Virtex 2000t [53].

Table 7 summarizes the heterogeneous architectures used by image processing for
various activities, including the agricultural field.

Table 7. Heterogeneous architectures used in image processing

Architecture Selected papers Number of papers

GPU A4, A9, A19, A31 4
Multicore A10, A13, A17 3
FGPA A1, A8 2
Total 9
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3.4 RQ4 Which are the Challenges and Trends in Precision Agriculture?

Most of the articles reviewed, a total of 29 (90.6%) presented research on current trends
in the applications of processing and analysis of images in the agricultural context,
being the following:

Real Time. Real-time image processing applications have been implemented using
multiprocessing and multi-core technologies to improve response times [1, 39, 45, 47,
50, 53, 54]. In addition, artificial vision combined with image processing techniques
has become a promising tool for accurate weed detection in real time [36].

UAV Images. Nowadays, unmanned devices intervene in agricultural activities,
reducing operating costs [35], avoiding the compaction of soil and reducing resource
waste in crops [33]. The exact detection of plants from high resolution images [31],
multispectral [34, 43, 52], and ultra-high resolution [41] help improve agricultural
management by preventing pests and diseases. The adoption of precision agriculture
techniques and localized treatments is important to avoid soil contamination [28].

Artificial Intelligence Techniques. Artificial intelligence has been considered the
biggest challenge to promote the economic potential and efficiency in precision agri-
culture. The integration of algorithms and technologies for image processing promises
a propitious future to solve agricultural problems with better results, several techniques
and technological advances have been studied and implemented in the articles ana-
lyzed, such as Machine Learning [19, 48, 51]; Deep Learning [36, 38, 44]; Neural
networks [29, 31, 46]; Big Data and Internet of Things (IOT) [38, 55] for detection of
plants, weeds, diseases, pests, quality of grains and vegetables.

Table 8 summarizes recent trends for image processing used to solve precision
agriculture problems.

4 Discussion

Most of the articles analyzed in the literary review, refer to image processing for
agricultural tasks using algorithms and architectures that improve the levels of pro-
ductivity in various types of crops. In each study, depending on the problem to be
solved, the selection of the most appropriate techniques, algorithms and architectures is
required.

Table 8. Recent technology trends of image processing applied on agriculture

Technology trends Selected papers Number of
papers

Real time A3, A4, A8, A9, A10, A13, A17, A27 8
UAV images A2, A7, A11, A15, A21, A24, A30, A32 8
Artificial intelligence
techniques

A1, A12, A14, A16, A18, A19, A22, A23, A25,
A26, A28, A29, A31

13

Total 29
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The segmentation technique is one of the most used currently, while the wavelet-
based technique has been the least used, as shown in Fig. 2, from Table 5.

The integration of computer vision and artificial intelligence has given good results
in different agricultural tasks, such as detection of diseases, detection of weeds,
detection of pests, among others. The reviewed works solve real problems adapting to
the needs of producers and buyers, obtaining better profits with agricultural products of
good quality.

The detection of weeds in different crops is the most studied agricultural task from
2014 to the present, as shown in Fig. 3, from Table 6.

Fig. 2. Used image processing techniques

Fig. 3. Precision agriculture tasks
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Related to heterogeneous technologies such as Multicore, GPU and FGPA, in the
studies reviewed, they have not been used in precision agriculture activities. GPU and
FGPA are used in the processing of images in other contexts, especially medicine,
achieving important benefits in speed of image processing with different resolutions
and large sizes. Here, the images come from different sources of the electromagnetic
spectrum such as X and gamma rays, ultrasound, radio waves, electron beam and
visible band. Programming languages such as CUDA and OpenMP are used in the
parallelization of image processing and analysis algorithms with successful results in
decreasing response times and processing speed.

The GPU architecture is the one that has received the most attention in the studies
reviewed, the same one that integrating with artificial intelligence techniques has
solved problems with large amounts of images in very low times. Figure 4 shows a
summary of the architectures used (see Table 7).

As mentioned before, some artificial intelligence techniques have been used in the
processing of agricultural images using images obtained from UAV in real time,
achieving good results and reducing response times. Technological advances facilitate
the application of new techniques such as machine learning and deep neural networks
to increase the capacity of image processing in pattern recognition tasks and image
classification applications with high accuracy rates.

Real-time image processing applications from UAV and using Deep Learning
techniques are the most used in the reviewed studies as shown in Fig. 5 (and Table 8).
The images acquired with UAV in real time can be exploited by new algorithms,
programming languages, processing techniques and image analysis, heterogeneous
architectures to create agricultural solutions that provide benefits in quality and pro-
duction, both for producers and consumers of products agricultural.

Some limitations in this study, mentioned in Sect. 2.3, the following are consid-
ered: (i) use of four bibliographic databases, (ii) documents in the English language of
the last 5 years, (iii) articles, reviews and conferences evaluated by pairs. Therefore,
future work can be done considering these and other elements that were excluded in the
SLR.

0

1

2

3

2014 2015 2016 2017 2018 2019

GPU Mul�core FGPA

Fig. 4. Heterogeneous architectures used in image processing
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5 Conclusions

Most articles and reviews analyzed focus on the processing and analysis of images
using image processing and analysis techniques (segmentation, vegetation indices,
learning, wavelets) (Table 5 and Fig. 2) to systematize agricultural tasks of different
crops. like corn, coffee, lettuce, passion fruit, rice, potatoes. The use of artificial vision
techniques has determined great benefits for producers and consumers of agricultural
products. Through the processing of images, it is feasible to automate difficult agri-
cultural tasks, minimizing time and resources, avoiding soil erosion and environmental
contamination.

The detection of plants, pests, insects, diseases, soil quality and crop monitoring
(Table 6 and Fig. 3) by means of image processing techniques is an efficient process
that facilitates the systematization of agricultural tasks, which implies the reduction of
work manual and physical effort, improving the quality of the products and the quality
of life of the producers and consumers.

The use of heterogeneous architectures (Table 7 and Fig. 4) together with advanced
artificial intelligence techniques are also promising alternatives for future work in real-
time image processing applications, which can increase the capacity of image pro-
cessing with high resolution and large sizes (Table 8 and Fig. 5), which will allow the
reduction of time, complexity and computational costs in different disciplines using
heterogeneous architectures and high-performance programming languages for parallel
processing. Currently, heterogeneous architectures are used only in the systematization
of agricultural tasks (Table 7 and Fig. 4), so it is an opportunity to create new and
efficient applications using image analysis techniques.

Fig. 5. Technology trends in image processing
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Abstract. Modern education at different levels has integrated the use of tech-
nology as a teaching-learning assistant, especially in the initial stage of training
because it motivates curiosity and helps the abstraction of knowledge. This
paper presents the development of an educational robot using components of the
Lego Mindstorms EV3 kit and a mobile app to interact with the student; the
robot is build using two motors and two sensors, one to differentiate colours and
the other one to measure proximity. The objective is to teach the different
colours and explain the spatial position to children under five years old, while
the screen of the mobile device interacts with the user. The results show the
finished product, the data generated by a learning test, and a usability test,
concluding that the robot fulfils its purpose, but requires certain improvements.

Keywords: Educational robot � Lego Mindstorms � Mobile app � Test

1 Introduction

Robotics is currently considered one of the most prestigious fields in the world,
focusing on the study of robots, these are reprogrammable machines capable of
facilitating human work [1, 2]. Nowadays, several advances in robotics can be
appreciated, new studies are made so that a robot is able to simulate human attitudes.
The robot can make decisions outside its capabilities using techniques, statistical
probability methods and behaviour patterns. The most commonly used robotic
equipment are mobile robots, which are electromechanical devices capable of moving
in a workspace according to their type, whether with wheels or legs. These robots are
those that are being used and implemented by teachers for educational assistance [3, 4].

Educational assistance is a service which aims to help a large percentage of students
improve their education, applying a temporary intervention in learning. In this area,
studies have been carried out that expose themain characteristics of the low concentration
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level of students. For this reason, the STEM (Science, Technology, Engineering, and
Mathematics) methodology is ideal for building knowledge and strengthening academic
development. This methodology seeks to exploit the capabilities of students so that they
are able to understand a new field, whether technology or other sciences [5].

The work described in [6] and [7] presents a methodology in the use of mobile
applications with smartphones, tablets, computers, etc. Applications can be obtained in
virtual stores depending on the operating system, such as Play Store if you have Android
and App Store if it is iOS. These applications are developed by companies specialized in
mobile programming, with the main objective of giving a help to the user by providing
information, entertainment, and so on. In [8], an educational robot built with Lego pieces
and controlled by a mobile application is presented, with the aim of being used as a
learning tool for primary school children, mixing pedagogy with science and technology,
using programming lines and algorithms to solve any problem, achieving in them
curiosity and approach in the understanding of science, turning robotics into a point of
attention, visualizing, exploring and testing the concepts of reasoning and in turn opening
new fields that allow students have a new vision to the professional life.

In the study developed in [9], it is established that robotics in education has as its
main objective the development of new skills and competences that will allow children
to work in a tangible and playful way, their system is composed of a robot, an
application for mobile devices, a set of programming cards and a web page. In [10] it is
indicated that the use of robotics in the classroom as a learning tool generates multi-
disciplinary learning environments that allow students to strengthen their learning
process while developing different skills that will allow them to face the challenges of
the current society.

According to [11], robotics in early childhood education is to achieve an adaptation
of students to current production processes, where it plays a very important role in the
world of technology, however, robotics is considered a system that goes beyond a work
application, for the development is used as research instruments an experiential test and
a drawing test that have been adapted to the evolutive characteristics of the children of
Early Childhood Education. The webQDA software has been used to support the
qualitative data analysis.

In [12], the knowledge about the teaching of technology is analyzed as a peda-
gogical tool of great utility in the academic formation of boys and girls equally, in
addition, when the student is involved in this type of academic process, is fostering
creativity and motivation, which will allow you to develop cognitive and manual skills
later on. In [13] says that the use of technology is presented in education as a tool that is
oriented in an appropriate way, benefit and stimulate teaching-learning processes, in
addition to having generated a significant change in methodologies in teaching, not be
considered as teaching tools, but also as an axis of study.

On the other hand, [14] establishes that mobile applications are a feasible learning
alternative, also says that technology in recent years has been getting more involved in
mobile devices and mobile applications in the educational process. In [15] it is men-
tioned that mobile applications is the innovation for study and learning that combines
education, pedagogy and technology. Furthermore, the use of mobile devices for edu-
cation is an opportunity to expand the possibility that students can collaboratively build
their knowledge through these ICT (Information and Communications Technology).
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Finally, in [16] an educational manipulation robot is built for the development of
children’s learning that allows experimental tests to measure the effectiveness and effi-
ciency of skills that are developed when working with assembly figures in the con-
struction of mobile robots such as spatial reasoning. The results of the first developed
phase of the robot research project, clearly show the need to use software and hardware
tools to teach basic robotics with Lego allowing the student to create and imagine a
diversity of intelligent and autonomous devices that can be applied in areas of industry,
medicine or routines of the daily life of the human being. In this way, several studies
demonstrate the usefulness of technology and robotics in education [17].

This work realizes the implementation of an educational robot using Lego com-
ponents and a mobile device, the objective is to interact with the learner to achieve his
attention, teaching him the colors and spatial position. The following sections contain:
Sect. 2 details the design of the proposal; Sect. 3 describes the implementation of the
educational robot; Sect. 4 presents the results obtained, finally, Sect. 5 presents the
final conclusions.

2 Design of the Proposal

The school classroom requires didactic elements that facilitate students’ learning and
motivate the use of new technologies from early ages, for which purpose the design of
a technological learning tool is proposed, using easily existing components in the
market, which allows the proposal to be replicated in a short time.

The first users of the educational robot are children between 3 and 5 years old and
the project helps to learn of spatial position and the recognition of colours through the
use of a robot, in order to motivate and facilitate the learning of the students. The
design components of the educational robot are shown in Fig. 1, for the construction of

Fig. 1. Educational robot design.

Educational Robot Using Lego Mindstorms and Mobile Device 73



www.manaraa.com

the robot a central processor is required to perform the control of the elements of the
system, to which the input and output peripherals are connected. The input components
are the colour and proximity sensors, and the output elements are the motors that make
up the mobile robot. In addition, the processor is connected to a mobile device via
Bluetooth to control the movements of the robot and interact with the user.

Given that one of the main objectives of this work is to create an easy-to-access
teaching tool, the robot is led for children in early childhood education, which can be
used simply by students and teachers.

3 Development of the Proposal

3.1 System Connections

This section describes the stages of development of the robot that is responsible for
carrying out certain processes automatically. With the use of input and output devices
such as: servo motors, infrared sensor, and colour sensor, the robot allows children to
be instructed to differentiate colours and spatial orientation.

The connection used for the development of the educational application is shown in
Fig. 2, where the block of the Lego Mindstorms EV3 kit is the central segment of the
robot given that it contains all the logical and electronic components that allows the
instructions for the robot (stored in an internal memory). In addition, an Android
smartphone controls the robot, and to program a computer with the application App
Inventor 2 is used.

Fig. 2. System connection.
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The prototype is assembled in the form of mobile robot with caterpillars with a
unicycle-like behavior that allows two degrees of freedom (linear and angular move-
ment). All the pieces that make up the Lego Mindstorms Ev3 kit allow to assemble
each element of the robot. In addition, a support is designed on top of the mobile robot
to charge the mobile device, so that the screen is located on the front of the robot,
because it will show the robot’s face. An important component in the Lego educational
robot are the wheels, because they allow the movement of the logical block in a real
space and interact with the environment that surrounds it. In order not to have
inconvenience with the movement of the robot it is necessary to connect the sensors
and motors of the Lego block in such a way that they do not interfere with the wheels,
that is, that the robot can rotate freely, for which it is necessary to spin the cables
around of different pieces of the robot and thus prevent them from blocking the
movements.

The processor inputs are located at the top of the screen of the block, in which the
infrared sensor and the color sensor are connected to receive information from the
outside. Another sensor of the Lego EV3 kit allows detecting colors and intensity of
light, this sensor can recognize up to seven colors: black, blue, green, yellow, red,
white, and brown; while the infrared sensor allows detection of the proximity of
objects. On the other hand, the outputs of the robot are located in the lower part of the
screen of the block, where 2 servomotors are connected to provide movement to the
mobile robot.

Finally, the Lego Mindstorms EV3 block has Bluetooth communication, which
allows the connectivity, programming, and manipulation of the block from different
devices, in this case a Smartphone was used. To establish the connection between the
EV3 block and the mobile device, the configuration of the Bluetooth communication is
made in each element.

3.2 Robot Operation

This section describes the programming code that controls the robot. This program is
implemented in the mobile device because it controls all the inputs and outputs of the
robot. The algorithm used is shown in Fig. 3; this program is stored on the mobile
device and the application is developed in App Inventor 2. The robot starts its operation
and provides a menu in which the user can choose the working mode, that is, if it
requires proximity recognition, the color recognition or command the robot remotely.

When choosing the Color mode, the system starts to detect the colour of the object
located next to the sensor, then indicates which color is by text and the reproduction of
a pre-recorded audio. When selecting Distance mode, the robot maintains a fixed
distance of 1 m (desired value) between the child and the robot, reproducing an audio
when it is far or near, before performing distance correction by means of movements.
The audio playback is in synchronization with the movements or gestures of the face
shown on the Smartphone screen.

The Control mode shows a menu to command the robot from the mobile device,
controlling the robot by linear movements (forward and backward) and angular
movements (right and left), and contains a stop button to stop the robot movement.
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The established algorithm meets the required requirements such as the continuous
execution of different tasks: the measurement of external variables, the conservation of
a distance, and finally the reproduction of an audio to interact with the child and teach
the activities carried out.

3.3 Application Mobile

The user interfaces shown in Fig. 4 are developed using the blocks provided by the
application (App Inventor 2), the control menu is implemented, the buttons are inserted
and the required actions are configured, including the connection and disconnection
functions via Bluetooth.

The animation of the face in the robot has been implemented by means of sequence
of Gifs that simulate the movement of the lips and the eyes, these characteristics help
the interaction between the robot and the child.
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Fig. 3. Flow diagram of the program
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4 Results

Following the procedures detailed in the previous section, the educational robot is
assembled. Figure 5 presents the mobile robot implemented and the group of students
that evaluates the robot’s performance. This assembly with LEGO parts has not been
implemented so that the user modifies its structure, also, the resistance of the robot is
limited to the characteristics of the Mindstorms Ev3 kit.

4.1 Previous Analysis

Prior to the use of the educational robot in preschool children, a basic knowledge test is
applied as detailed in Table 1. The children evaluated belong to the educational unit

Fig. 4. Mobile application interfaces

Fig. 5. Educational robot implemented

Educational Robot Using Lego Mindstorms and Mobile Device 77



www.manaraa.com

“La Gran Muralla” in Ambato city, Ecuador, and its average age is 4 years old. The
questions are used to know how many children know colours and recognize their
spatial position.

Figure 6 presents the data resulting from the test of the Pretest of the five questions,
which were carried out on 16 students. The result of the first question has given as
correct a 56.25% of children, the second question gives us a result of 75%, the third
question gives us a percentage of 68.75%, in the fourth question it gives us a result of
75%. In the fifth question he gave us a result of 43.75%.

Although some children differentiate certain colors, not all correctly identify all
colors, in addition, children do not distinguish whether the robot is close (<1 m) or far
(>1 m).

Table 1. Test questions

Number of question Question

1 Can you recognize the green color?
2 Can you recognize the yellow color?
3 Can you recognize the blue color?
4 Can you recognize the red color?
5 Can recognize if the robot is less than 1 m?
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Fig. 6. Performance of the first test result
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4.2 Post Analysis

Once the educational robot is used in the classroom, the test is performed again, in
Fig. 7 the results obtained are shown. Giving as a deduction the following data: in the
first question a percentage of 87.5% answered correctly, in the second question a
percentage of 93.75%, in the third question a percentage of 87.5%, in the fourth
question a percentage of 93.75% and in the fifth question a percentage of 100%.

The results show that the children obtained knowledge about the names of the
colors and recognize when they are at distances less than and greater than 1 m. In
addition, children were observed attentive to the activities that the robot performed.

4.3 Usability Test

The robot’s features are evaluated by users through a simple usability questionnaire
designed by the authors for young children. The test contains five questions that allow
to know the satisfaction of the child with the robot, the answers are presented in five
faces that express emotions and represent a numerical value according to the position,
so that the first face is equivalent to 1 and the last to 5. Table 2 presents the questions
used in the usability test.

Applying the usability test in 16 children, the answers presented in Table 3 are
obtained, calculating the mean of each question. The results indicate a good rating for
the robot, but it can improve the ease of use and the characteristics.
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Fig. 7. Performance for the second test results
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5 Conclusions

Robotics has had an expansion to different areas in recent years, providing new pos-
sibilities in social areas. Education has seen the opportunity to rely on computer tools to
maintain student attention and achieve more interactive learning. In this work an
educational robot is implemented using components of the Lego Mindstorms Ev3 kit
and a mobile application for Android, the purpose is to teach the colors and the spatial
position to children between 3 and 5 years old, the proposal shows the elements used
and the connections required for the operation of the robot.

The results show the robot assembled and in operation. To evaluate its contribution
in teaching, a knowledge test of five questions is applied. The data obtained prior to the
use of the robot in the classroom show deficiencies in the identification of colors and
distances with references. After applying the teaching with the robot, the children
repeat the test, observing an improvement in the evaluated knowledge. In addition, a
usability test is applied that shows children’s satisfaction with the robot, but need of
improvements in ease of use and increase features. The development of this robot can
serve as a basis for education in educational institutions, awakening interest in the
school classroom and promoting STEM competencies from early ages.

Table 2. Usability survey

Number of
question

Question Options

1 Do you want to continue playing with the robot?
2 Is it easy to play with the robot?
3 The games that the robot has are enough?

4 Do you think other children want to play
with the robot?

5 Do you feel safe playing with the robot?

Table 3. Survey results

Number of question Answers Mean

1 5 5 5 5 5 5 5 3 5 5 5 5 5 5 5 5 4.9
2 4 4 5 4 4 4 4 2 4 3 3 4 4 3 3 4 3.7
3 4 5 5 3 3 5 5 3 3 4 4 5 5 3 3 3 3.9
4 5 5 5 5 5 5 5 4 5 5 5 5 5 5 5 5 4.9
5 4 5 5 3 4 5 5 5 4 3 4 5 5 4 4 5 4.4
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Abstract. The ability of listening comprehension is fundamental in the
learning process of any foreign language. The objective was the applica-
tion of the audio-lingual method with the support of E-learning in the
development of listening comprehension skills in English language teach-
ing. The study was implemented with 58 students of English of level
A2, divided equally, 29 for the experimental group where an intervention
was carried out based on the method and use of E-learning, while 29
students were from the control group with a teaching traditional. The
analysis of the academic performance was based on the scores obtained
by the students in the diagnostic test, the mid-term exam and the final
exam. The results showed that there were significant improvements in
the experimental group, exceeding the control group by 1.6 points in the
average scores of the final test, which demonstrates the usefulness of the
method.

Keywords: Audio-lingual method · Receptive skills ·
Comprehension · Auditory skills · Communication

1 Introduction

Throughout the world, English is widely used for communicating in different
areas such as, business, entertainment, technology and science. In a world that
is provided with a rich variety of cultures, traditions, and especially languages,
people have had the need to find something in common, so that they can be
able to communicate. Now that technology has taken over, everything is faster.
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Needless to say, the world needs to have a common language that aims to make
interaction quicker and more efficient.

In recent years, this language has been gaining great importance among
Ecuadorians due to the fact that it is a prodigious tool that provides access
to updated information in any field. Furthermore, according to Reglamento de
Régimen Académico [4] in article 31, it establishes that higher education students
must obtain a B2 level certification according to Common European Framework
of Reference for Languages [16] as a requisite of graduation. However, the study
called English Proficiency Index (EPI) published at the end of 2015 indicates
that Ecuador is in position 35 in a list of 65 countries that were analyzed [14].
This means low proficiency level and evidently, the teaching and learning process
of English must be improved.

Considering the previous facts, the institutions of higher education offer
English courses, through languages centers where learners have free access to
programs of English. Consequently, students can achieve the necessary level.
Nowadays, the underlying purpose of requiring students to get a B2 level is to
help them be able to communicate and face the challenges of understanding
English and using it to sort out problems in their fields of study.

The implementation of methods in schools in Ecuador aim at improving
the teaching and learning process of English as a foreign language in the institu-
tions. The authorities have implemented through the curricula some alternatives
in order to reduce the problems between the material that students of primary,
elementary, secondary and higher education must study. Thus, in the implemen-
tation of the Curriculum for General Basic Education, its objective is to lead
their learners to reach B1 level according to the Common European Framework
of Reference for Languages by the time they finish 3rd year of Bachillerato Gen-
eral Unifi ado (BGU). This new curriculum has been implemented since the
school year 2016–2017 for the Amazon and Highland Region and 2017–2018 for
the Coast Region. Thus, it is difficult to evidence its results on the receptive
skills and productive skills.

Meanwhile, Universidad Técnica de Ambato (UTA) in order to meet the
requirement stated in Consejo de Educación Superior (CES), offers English and
other foreign language courses to students through its Languages Center. Accord-
ing to the latest reform of it, higher education students must approve a B2 level
which means that they must be able to communicate efficiently in the target
language. Specially, they have to demonstrate that they have acquired the pro-
ductive and receptive skills of the target the language.

Students that come from high schools are currently in false beginner levels. In
other words, their language skills, specially listening comprehension skills are not
developed and their understanding of instructions from their teachers and also
the listening passages presented in course materials is deficient. Consequently,
UTA Language Center has considered appropriate to offer five levels to comply
with the level set for higher education institutions: A1 Starter, A2 Elementary,
B1 Pre- intermediate, B1+ Intermediate and B2 Upper Intermediate. At the
end of the program, students take an institutional proficiency test which is the
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final requirement to finish their language studies. The focus of UTA Language
Center is to train students so that they acquire the abilities of the language for
a successful use in real life.

Student have two options to join the language courses, they can start from
the starter level or skip it to begin with the following course. Students who
know that have developed more successfully their language skills can take an
optional examination, if they score an 80% correct they can skip the Starter
level. Students who do not approve this optional exam have to start in level A1
which, according to the Evaluation Center of UTA Language Center, happens to
most of them. Level A1 content covers the basic knowledge of English language
which focuses on vocabulary and structures that will give students the base for
the rest of the levels.

In A2 level, students must be able to comprehend basic relevant sentences and
expressions that are frequently used in daily life. Therefore, they must possess
good listening comprehension skills to understand the language used in routine
errands that require a straight exchange of information as said by [5]. It has
been observed that the ability with which A2 students have most difficulty with
is Listening comprehension [10]. This was evidenced in diagnostic tests taken
in a semester according to the archives from the Evaluation Center of UTA
Language Center. The students’ average in this skill showed that the 70% of
them got scores below the passing grades which is seven out of ten (7/10). This
phenomenon also appeared on listening comprehension quizzes and tasks done
during the classes. It is said that listening comprehension is the most difficult
skill to teach and learn [20].

That is why students need help to improve this skill which is relevant for
progressing in a language learning process. Listening is the basic receptive skill
necessary for comprehension then comes reading skill [2]. In general terms, this
investigation is focused on the lack of use of the audiolingual method and its
influence in the development of the listening comprehension skill English learners
at level A2 at the Languages Center of Universidad Técnica de Ambato. This
issue arises from the fact that English language has 24 consonant sounds, 12
vowel sounds, and 3 diphthongs, which makes it difficult for Spanish speaking
learners of English to recognize sounds in the language due to the fact that
their native language solely has five vowel sounds. Consequently, developing the
appropriate listening skills may be difficult without the appropriate method [22].
Additionally, the limited information that learners have about pronunciation of
sounds in English results in difficulties at the time of recognizing the sound in
English, obviously they are relevant to develop the listening skills required for
comprehension of spoken language [8].

Moreover, having ineffective activities for teaching the pronunciation of
sounds in English influences two relevant aspects in the language teaching and
learning process. Firstly, the process becomes ineffective and the listening com-
prehension is heavily compromised. Secondly, as a result of the lack of appropri-
ate methodology low scores on these tests taken by learners appear.
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Finally, the limited amount of time for proper English pronunciation activi-
ties in class causes teachers to postpone or neglect those activities in order to pri-
oritize other parts of the content they have to teach such as grammar, vocabulary
or reading comprehension skills. However, English language teaching requires the
teaching of pronunciation to give students the correct sounds for them to under-
stand conversations properly. Teaching a foreign language, specifically English,
to university students require the implementation of a strategy that combines
phonological and electronic learning characteristics. Especially within university
education, the educational platforms are used, so that E-learning is a support
in face-to-face teaching, as well as for lifelong learning. Initially, the phonologi-
cal aspect requires face-to-face instruction so that English teaching and learning
take place at the same time and place, which is beneficial for live monitoring
and control purposes. Secondly, the technological component of E-learning pro-
vides a high level of influence on student participation in language learning due
to the fact that it adapts to the population of young adults with whom this
project works and will boost their education by motivating students to work
autonomously.

On the other hand, the absence of an appropriate strategy results in imbal-
ance in the teaching-learning process and lack of motivation in students since
their academic performance may not be optimal [7]. Finding a methodology that
meets the needs of students is very useful because it will benefit the mentioned
students in two aspects: motivation and the better understanding of the mechan-
ics of the language studied and to better develop the ability to listen and speak
in English. This study is relevant because is focused on the development of the
listening comprehension skills of students of skills of UTA Languages Center.
According to CES, it determines that it is responsibility of the institutions of
higher education to provide to people who go through any of the careers or
programs with actual knowledge of their rights as citizens and the country’s
socio-economic, cultural and ecological reality as well as the mastery of a foreign
language.

Moreover, it is important because of the fact that university students learn
to communicate in a language other than their own. The students attending
to universities in Ecuador are Spanish speakers who experience big difficulties
at the time of listening to spoken information that are due to the differences
existing between Spanish and English. This may cause interference in developing
comprehension and oral expression in the English language, evidenced by the
poor performance on listening comprehension tests administered.

This research is essential for students to improve all the skills but espe-
cially the listening comprehension skill since it is the process in which they
actively receive input from which they subtract the meaning and then articulate
a response. This is essential in communication and helps students to progress
in the learning of a foreign language. The input received by listening focuses on
selected aspects for constructing meaning and relate it to the knowledge that
already exists. It is the base for speech and cognitive aspects to develop which
makes it the most important of the skills. A reason that makes students have
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difficulties to perform well at this skill in life is that they are immerse mostly
in a Spanish speaking environment which is more challenging since they are not
constantly practicing the skill [23].

This study influences the methods used in EFL classes because it proposes
the audio linguistic method as a factor of development of the listening com-
prehension skills with the support of E-leaning [25]. The audio-lingual method
is defined as an instructional method that refers to English language teaching
and centers in listening and speaking. There are various benefits of using audi-
olingual method. Firstly, this method instructs students in the use of foreign
language and provide them the opportunity to be immerse in a context where
the language is mainly used by real people and environment. Secondly, although
it teaches grammar implicitly, it emphasizes grammatical structures which help
students focus on communicating the message efficiently. Thirdly, it enhances
listening comprehension and speaking skills which are the goal of learning a
language. Moreover, it uses visuals to transmit the meaning of phrases which
means that the time that would have been spent in translating can be used to,
in fact, practice the language. Lastly, it makes structures that are related with
the functions of language easy to learn because the focus is on repetition, correct
pronunciation and real use of the language, rather than only theory, for students
to internalize the knowledge.

It was selected the level A2 because students already have basic structures
and vocabulary which make it possible to work with functions of the language
rather than single words. On the other words, they can use the audio-lingual
method to reinforce the activities through the implementation of E-leaning.
Therefore, the application of the audiolingual method with the support of E-
learning is proposed as an objective to encourage the development of listening
comprehension skills.

2 State of the Art

Once checked other sources such as databases of international academic journals,
there are similar research projects done about either the audiolingual method
or the listening skill separately. However, investigations had done about the two
variables interacting with each other seem to be scarce, here there are some:

Currently, an educational issue that it is urgent to solve is listening compre-
hension. It is important because is crucial in language teaching and learning for
developing communicative competences. This article addresses the use of linguis-
tic findings when teaching listening comprehension in a foreign language through
the linguistic approach. It shows the connection between the speech perception
process and the type of language which must be considered when designing com-
prehension teaching techniques and programs. It reported findings on English
words and sentences peculiarities which have implications in teaching a foreign
language [18].

A thorough study states that the audio-lingual method and the structural
approach has a relative effect on the academic achievement of elementary school
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students in English language [17]. This experimental study done with a sample
of two groups of 30 students, matched using intelligence tests. One was taught
with audio-lingual method and the other with the structural approach resulting
in equally significant contributions on the academic development of the children.

The theoretical and empirical research done by [13] suggests that metacog-
nition and cognitive strategies improve L2 listening skill. This study was done
at a university level French class through observation of five listening based
sessions of a second-year class that had 26 students and their teacher during
one semester. Data was collected using a teacher self-evaluation questionnaire
and structured observation. Resultantly, there was evidence of cognitive work
before, during and after listening teaching however, there was lack of indication
of explicit metacognitive teaching and strategy assessment.

As stated by [26], the audiolingual method can improve the learning of vocab-
ulary like plural nouns. This investigation was done in the first year class of
SMP Advent Surakarta using classroom action research which contained plan-
ning, action, observation and reflection. Quantitative and qualitative data was
collected subsequently; it was shown that the audiolingual method improved the
learning of plural nouns evidenced by the scores of students in posts tests.

According to [11] stated that audio-lingual method was appropriated to teach
speaking to students of second semester of English in the University of Riau
Kepulua because the meaning of it motivated them to be more active in learning
which links ages and the kinds of knowledge units. This method helped the
learners to acquire the meaning of the words in English and developed the ability
to react which could result in native like competence in English language. A study
done in Ecuador by [21] claimed that English was easy to learn if the institutions
implemented methodologies that allows students to develop it. The audio-lingual
method contributed to improve the level of the students in the target language
through the correct pronunciation and grammar as well as accurate and quick
responses in conversational situations [6].

The audio-lingual method was used in this classroom action research to pro-
vide clear input of vocabulary along with repetition, memorization and drills
through media. Observations and tests were used to identify the fact that spo-
ken words were identified through phonetic symbols which was useful on spoken
texts. With the audio-lingual method, 30 of the 40 students researched scored the
passing grade which was 75. The most relevant similar studies were done about
this topic and presented in this section, showed that this investigation could be
done in order to gather more information about the correlation between audio-
lingual method and listening comprehension skills. This will benefit the teaching
and language process of English.

This study is based on two theories which are: Firstly, the Behaviorism theory,
which is the base of the creation of Audio-Lingual method [3], was designed
by Skinner (1977) who argued that feelings are internal processes that should
be studied by the usual scientific methods, emphasizing controlled experiments
with both animals and humans. His theory states that human behavior reacts
to external stimuli by means of which a behavior is reinforced. This has the
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intention to make it repeated or exterminated according to the consequences that
the stimulus entails. Skinner’s theory is based on the idea that events related
to learning change or modify our behavior and our ways of acting according to
certain circumstances. These changes are the result of the individual response to
the stimuli a person experience. The response comes according to the stimulus
which are received. These could be positive or negative [19].

Secondly, the Socio Cognitive theory, which took the basis on the behavioral
learning and then moved forward, was proposed by [1] who accepts that humans
acquire skills and behaviors in an operative and instrumental way, rejecting that
our learning is carried out according to the behavioral model. It emphasizes how
cognitive factors intervene between observation and imitation which helps the
subject to decide whether the pattern is going to be imitated or not. In addition,
through a significant social model an unviable behavior is acquired using only
instrumental learning.

In Ecuador, higher education students who are enrolled in any major have to
obtain a B2 level certificate according to the Common European Framework of
Reference for Languages (2002) as stated in Article 31 of CES. In the mentioned
article it is also claimed that the level B2 is considered as Sufficiency and students
have to acquire it before they enroll in the last academic period of the major
chosen which is important for them to continue their studies. That is to say that
students need to get the certification as soon as they can, otherwise they will not
be able to get their degree. One of the components of the sufficiency exam is the
listening comprehension section which is worth 20% of the test. It is important
for university students to develop the mentioned skill.

Moreover, Plan Nacional de Desarrollo 2017–2021 of Ecuador, in objective
1 claims that the government will guarantee a dignified life with equal oppor-
tunities for all people. That is why the English learning and its improvement
as well as use in real life is important so that more people can have the same
opportunities.

3 Methodology

The following study was based on the quantitative and qualitative approaches in
cooperation and in two theories. The first is Skinner’s Behaviorism which high-
lights positive or negative reinforcement to a certain type of behavior as a way
of learning. The second is Bandura’s Socio Cognitive theory which states that
people not only learn skills through behavior conditioning but also emphasizes
that cognitive and social factors intervene in observation and imitation.

It was quantitative because it determined the cause and effect of the hypoth-
esis, which was specified at the beginning of the research, it collected data in an
objective way, which represented and summarized in numbers and it will indicate
samples to signify the population.

It was qualitative because the research included describing a continuous pro-
cess which was the teaching and learning process of English. Furthermore, certain
pieces of data were summarized in narrative forms that needed to be described.
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Finally, this research focused on the study of the behavior in its natural setting
because it analyzed cultural aspect influencing an EFL class [9].

The information was acquired directly from the place where the facts were
found, in our study it was in UTA Language Center by a direct interaction
between the researcher and the students that were taking the A2 level of English.
This research examined the statistical relationship or correlation between inde-
pendent and dependent variables through the use of tests in order to get quanti-
tative data from the study subjects for this reason, the correlational study was
chosen.

According to [12] who mentioned that this type of investigative modality
“has the purpose of evaluating the relationship that exists between two or more
variables” (p. 122). It is therefore proposed the application of the audiolingual
method with E-learning support in the development of listening comprehension
skills during the teaching and learning process of the English language.

3.1 Subjects

In order to determine the sample of our research, the study subjects were taken
into consideration, in this case the students who studied level A2 of English,
applied a probabilistic cluster sampling, which was detailed in the following
table (See Table 1).

Table 1. Study sample

Sample

English level A2 students, Control Group 29

English level A2 students, Experimental Group 29

Total 58

This research was conducted at UTA Languages Center. During the academic
period March-August 2018. This study took in consideration 58 A2 students.

3.2 Distribution

This research considered two groups for the study. The first was the control group
which did not experience the method proposed. This group had 29 participants
who were studying A2 level in the regular program at UTA Languages Center
and their age ranged from 19 to 21 years old. On the other hand, there were 29
participants who experimented the method and had similar characteristics to
the first group.
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3.3 Instruments

Application of E-learning. Another aspect that this project included is the appli-
cation of electronic technologies to access the content taught using the Audio-
Lingual method. Nowadays, the electronic component that has been enhanced
by the use of Internet has been widely accepted by people of all ages. By using
E-Learning, the students can manage their own pace at education [24]. Listen-
ing exercise can be practiced at home by students. In this way the learning and
teaching process becomes more productive because students can practice inde-
pendent [15], the main advantages offered by virtual education are the reduction
of costs and the attention to more participants, which is not achieved only with
the traditional method in a classroom. In addition, the flexibility of schedules is
a very important factor because it allows the student to schedule the course in
the best possible way. Another interesting advantage is the interaction that the
courses generate awakening the interest of the student and helping those who
are shy to be the most active in classes through discussion forums and other
means of participation.

The experimental group used the platform Cambridgelms. This platform con-
tains three parts which are Assessment, Online Workbook and Extension Activ-
ities. The Assessment section contains one progress test per unit which was acti-
vated just for the experimental group due to the fact the it contains audios of
the functions taught in class which students were assigned as homework. Regard-
ing the Online Workbook, both of the groups were assigned because it contains
activities to practice grammar and vocabulary. On the other hand, the exten-
sion activities were assigned to the experimental group only as it has listening
comprehension activities which students developed on their own at home. The
progress of these activities was checked online in order to control the amount of
practice the students were getting at home (See Fig. 1).

A digital tool known as Forms from Office 365 was used in order to create the
online version of the questionnaires. This tool not only facilitated the process of
application of the survey, but also the addition of multimedia to make it more
explanatory and the data tabulation.

3.4 Protocols

Regarding the academic performance percentages of student, two classes from
the Languages Center were taken for analysis of their scores. The first class was
one that underwent a textbook piloting process of UTA Languages Center in the
semester March-August 2018. This class used a material that included several
exercises of repetition and substitution drills in order to make students memorize
a dialogue and, after that, apply the expressions learnt in a new context. On
the other hand, a second class was chosen for the study. Although the data was
collected during the same period of time, this class did not undergo the textbook
piloting process in the mentioned center.
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Fig. 1. Image of the support of the platform Cambridgelms

3.5 Data Processing and Analysis Plan

Once the data has been collected the following steps were shadowed:

1. A comparative analysis of the academic performance registers was done which
allowed us to delimit the dimensions of the study

2. A deep analysis was done to obtain the most possible knowledge of the data,
with the intention of defining all the dimensions of the study which was
reached by using the software SPSS Version 21

3. Later on, the answers of the test were classified according to the vari-
ables studied considering the objective of the research. The complete set
of responses given in the test was considered as data, and the answers given
to each item of the questionnaire were considered as analysis unit.

4. Data analysis. By reading the responses to the test, information needed to
each dimension, observing the frequency in which each answer appears.

Which lead to:

∗ Codified the information gathered.
∗ Group quantitative data in percentages and frequencies.
∗ Created table to synthesize information.
∗ Defined the significate categories that constituted the variables.
∗ Did an analytic study by calculating the performance indicators with

statistical figures.
∗ Interpreted data for the studied context.
∗ Draw conclusions.
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The described process permitted to organize and analyze all the relevant infor-
mation to test the hypothesis: Using the audio-lingual method with E-learning
support develops listening comprehension skills.

4 Results

A comparative analysis was done to determine the effectiveness of the method
applied in the experimental group. A diagnostic test was given at the beginning
of the semester was considered as the starting point. The midterm and final
exams were compared to get full understanding of the progress the students
were making in the experimental as well as the control group.

The following charts present the data obtained by control group without the
application of the method.

Fig. 2. Performance results without the method

According to the data obtained (See Fig. 2), the academic performance of this
control group of students show little improvement. The scores of the listening
comprehension evaluation in the diagnostic test implied a poor performance on
understanding oral discourse with the highest score being five out of ten (5/10)
and the lowest, one out of ten (1/10); whereas the mode score, which showed
the score that occurred more frequently, is four out of ten (4/10). Clearly, stu-
dents at the beginning of the semester demonstrated they had little development
in listening comprehension skill due to a variety of facts that may mean that
appropriate methods were not used previously.

Regarding the midterm test, it was applied two months and two weeks after
the diagnostic test. The scores of the listening comprehension evaluation in the
midterm test imply a little improvement compared to the diagnostic test. The
highest score turned out to be seven out of ten (7/10) whereas the lowest one was
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four out of ten (4/10). The mode score, which showed the score that occurred
more frequently, was five out of ten (5/10) which showed that most students got
a score below the passing grade which was seven (7/10) in Universidad Técnica
de Ambato. On the other hand, the average score, that was five point six out of
ten (5.6/10), showed an improvement of two point four points (2.4) considering
that the average score of the listening comprehension evaluation in the diagnostic
test was three point two out of ten (3.2/10).

Concerning the final test, it was applied two months and three weeks after
the midterm test. The scores of the listening comprehension evaluation in the
final test suggest a slight improvement compared to the midterm test. The high-
est score was seven out of ten (7/10) whereas the lowest one was five out of ten
(5/10). The mode score, which showed the score that occurs more frequently,
was seven out of ten (7/10) which showed that most students got a score just
on the passing grade which was seven in this university. In contrast, the average
score, which was six point four out of ten (6.4/10), displays an improvement
of zero point eight points (0.8) considering that the average score of the listen-
ing comprehension evaluation in the midterm test was five point six out of ten
(5.6/10).

Fig. 3. Performance results without the method

According to the data gathered, the academic performance of this experi-
mental group of students showed a significant improvement. The tests applied
contain evidence on this fact (See Fig. 3).



www.manaraa.com

Use of E-Learning and Audio-Lingual Method 95

The scores of the listening comprehension evaluation in the diagnostic test
implied a poor performance on understanding oral discourse with the highest
score being six out of ten (6/10) and the lowest, one out of ten (1/10); whereas the
mode score, which showed the score that occurred more frequently, is three out
of ten (3/10). Clearly, students at the beginning of the semester demonstrated
they had little development in listening comprehension skills due to a variety of
facts that may mean that appropriate methods were not used previously.

Regarding the midterm test, it was applied two months and two weeks after
the diagnostic test. The scores of the listening comprehension evaluation in the
midterm test imply an improvement compared to the diagnostic test. The highest
score turned out to be seven out of ten (7/10) whereas the lowest one was five
out of ten (5/10). The mode score, which showed the score that occurs more
frequently, was six out of ten (6/10) which showed that most students got a
score a little below the passing grade which was seven out of ten (7/10) in
Universidad Técnica de Ambato. On the other hand, the average score, which
was six out of ten (6/10), showed an improvement of two point three points (2.3)
considering that the average score of the listening comprehension evaluation in
the diagnostic test was three point seven out of ten (3.7/10).

Concerning the final test, it was applied two months and three weeks after
the midterm test. The scores of the listening comprehension evaluation in the
final test suggested a significant improvement compared to the midterm test.
The highest score was nine out of ten (9/10) whereas the lowest one was seven
out of ten (7/10). The mode score, which shows the score that occurred more
frequently, was eight out of ten (8/10) which showed that most students got
a score above the passing grade which was seven (7/10) in this university. In
the same way, the average score, which was eight out of ten (8/10), displayed a
noteworthy improvement of two points (2) considering that the average score of
the listening comprehension evaluation in the midterm test was six out of ten
(6/10).

4.1 Statistical Results of the Intervention

(See Figs. 4, 5 and 6).

Fig. 4. Difference test
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Fig. 5. Difference test

Fig. 6. Difference test

4.2 Final Decision

After the intervention, it was evaluated whether the samples, of the experimental
group that underwent the application of the audiolingual method, presented
significant improvements or not. For which the t-test for independent samples
was used; first, the normality of the data was established, the second step was
to apply a t test for independent samples and compare the results of the group.
In this sense, the p value of the experimental group shows a value of 0.000 there
was a significant difference of the sample of the experimental group. Therefore,
with a Sig. (Bilateral) of, 000 it was concluded: The intervention of E-learning
and audio-lingual method obtained significant improvements in the listening
comprehension of the A2 students of English of the Languages Center-UTA.

5 Conclusions

According to the analyzed data, it was determined that after the application of
the audio-lingual method with the E-learning support, the students of the exper-
imental group obtained better scores with average values of 8.0/10.0; while the
students of the control group obtained average values of 6.4/10.0. In conclusion,
there is a significant increase with the implementation of audiovisual resources
to develop pronunciation.

With regard to the listening comprehension skill, it can be concluded that
the repetitions in each class and at home through E-learning exercises help stu-
dents to recognize how words in phrases sound together and thus strengthen
the vocabulary and pronunciation. This fact makes effective communication
stronger, which allows students to express their ideas clearly and fluently.
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On the other hand, the information collected from the Languages Center
students established that the E-Learning implementation and the audio-lingual
method works as a support instrument in the process of teaching listening com-
prehension.
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Abstract. Nowadays, there are two important techno-social confluent phe-
nomena: the increasing interest of citizenship to participate on the public
decision-making process and the rising use of ICTs in all vital areas. For this
reason, there are many participation instruments being developed and imple-
mented using ICTs and Internet. This paper aims: to deploy a generic and
flexible ICT architecture for supporting e-participation in the university and to
present the results of several experiments carried out with this ICT tool. This
web-based platform supports many tasks such as debate, dissemination of
information, vote, clarifying issues concerning the university community, use of
questionnaires, among others. The stakeholder decides how to manage each
task. The use of ICTs and Internet will allow to take advantage of the necessary
technical hardware in order to enhance the university processes and tasks. The
experiments were carried out in the Technical University of Ambato, in four
different scenarios of the decision-making process. The obtained results may be
used as reference by other universities or groups needing to improve the quality
of the e-participation and decision-making processes with the use of ICTs.

Keywords: Participatory tasks � e-participation � e-Democracy

1 Introduction

The mission of universities in society is not only to train researchers or professionals,
but also to form citizens that will participate later in the democratic life and in the
decision-making processes. In this respect, the ICTs provide several tools that help in
democratic practices.

We can mention not only the Internet-related technologies but also some fields like
Artificial Intelligence [1], information security and group decision-making techniques
[2]. A great number of participation instruments can be included among these tools.
These instruments, being used with the proper electronic support, can increase and
improve not only the participation of the university community but also the quality of
the decision-making process. We must consider that these instruments are a combi-
nation of basic tasks of participation. Likewise, it has been mentioned that the par-
ticipation methods implemented in the universities are still traditional [3]. So far, these
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participation tasks have been carried out through onsite meetings. In this direction,
ICTs and Internet use has allowed to take advantage of the existent web support and
enhance the participation tasks process by setting up different types of web architec-
tures for participation. The use of these platforms has resulted in a better structured
communication, more debate and sharing of ideas, more participation of the university
community, a web consensus and a rise on the ICTs usage, among other positive
aspects.

Some examples of the above-mentioned participation techniques based on ICTs
are: PARBUD [4] and MyUniversity. However, due to the high cost involved in the
design and implementation of this sort of architectures, it is necessary to check if they
are really useful and could help in achieving the desired results. For this reason, taking
advantage of web services implementation growth, the establishment of new tech-
nologies as mashup [5], and considering that there is free software available on the
network, we propose an experimental web-based architecture for online participation.

This platform has an “ad hoc” [6] methodology for specific problems in the uni-
versity scenario. This participation instrument, which is a hybrid application importing
content from various web applications [7] to create something new, can reduce or even
eliminate the costs and can also increase the efficiency of participation tasks in the
university. Moreover, this mashup gives the option to be used in different ways
according to the analysis cycle of decisions and it also allows to add new methods for
supporting groups. At the same time, it is generic and flexible which results in a
cutting-edge participative methodology leading to a more mobile and electronic-based
decision-making process. In addition, the information volumes and procedural
requirements have grown exponentially.

The aim of this study is to obtain an experimental evaluation of the usability of the
mashup platform built to provide a more effective and efficient support to the partic-
ipation tasks in the Technical University of Ambato (UTA). In general, the partici-
pation tasks carried out in the UTA are the same of any educational unit. Finally, this
participative methodology not only facilitates the decision-making process in a group,
but it can also improve the quality of the participation of the university community.

2 Materials and Methods

The e-democracyUTA platform can provide a method for creating and supporting the
participation instruments in real and specific problems. Its architecture defines a web
system that gives support to the group decision-making process and it could be suitable
for any university (see Fig. 1). Same ways, it achieves a fluid communication between
the obtained web services, which represent the participative tasks. The architecture is
designed to add more web applications. It uses the Decision Analysis Cycle [8] for a
better understanding of a given problem and for organizing correctly the thoughts and
communication inside the group. In this sense, new methods are added for supporting
groups. Therefore, with the resulting web services used by e-democracyUTA and
following the Decision Analysis Cycle, four experiments were carried out. For using
this experimental architecture, feasible participative tasks of the university were chosen
in order to complete their execution on the platform. This mashup platform can use
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various web applications corresponding to many participative tasks such as debate,
vote, use of questionnaires, dissemination of information, explanations to the university
community [9], election of representatives, preparation of final documents among
others.

The e-DemocracyUTA platform is based on a layered object-oriented architecture
[10]. This way, the code is better organized and structured in three layers: view layer,
business layer, and data model layer. Therefore, the scalability of the software is increased.
Two databases, both implemented in MySql [11], are deployed in Soomee. This cloud
service assists the communication between the cloud and the e-DemocracyUTA platform
and its databases. The data access layer oversees the interaction and communication with
the actual database for processing data. The business layer oversees the update of data
considering the business rules. The business layer is an intermediary between the pre-
sentation layer and the data model layer. The interfaces for the interaction with end users
are implemented in the presentation layer. This layer represents the web applications
created for each functionalities of the proposed architecture.

The operativity of the platform is characterized by the smooth engage of different
technologies. These technologies include web sockets, Java Script (JQuery in partic-
ular) and Bootstrap. The web sockets technology supports the client-server commu-
nication. This technology is particularly important in the real time interaction between
participants. JQuery is used in the validation of data forms. Together with Bootstrap, a
friendly and adaptative interface is presented to the end user. JQuery is used together
with the web sockets too. This technology allows to send asynchronous requests to the
server and json responses are naturally instantiated and processed in the client layer of

Fig. 1. Architecture of e-DemocracyUTA.
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the application. The response time that this technology achieved makes it an enriched
application in which the complexity of the interaction with the server layer of the
application is hidden to the end user.

The extension of the style sheets by using Bootstrap facilitates the construction of a
professionally aesthetic experience to the user. The web applications are encoded in
ASP.NET by using Visual Studio. Finally, form the security point of view, it is
important to mention that user passwords are encoded and stored as in the database as a
MD5 hash. This way, the credentials of users are safe from ill-intentioned people in the
TCP/IP channel.

2.1 e-DemocracyUTA Use at the Technical University of Ambato

For the experiment on the debate process, the participative tasks used were dissemi-
nation of information, debate, vote, explanations to the university community. Mean-
while, for experimenting on information display, the participative tasks that were used
are dissemination of information, debate, vote, preparation of final documents and
explanation to the university community. Concerning the election of representatives,
the implicit participative tasks were dissemination of information, debate, vote and
explanations to the university community. Finally, for the experiment on the use of
questionnaires, the tasks used were the following: use of questionnaires online, dis-
semination and/or display of information and preparation of final documents.

For controlling the frontend and the right performance of the e-DemocracyUTA
platform, the technical staff worked directly on the backend of the platform. In addition,
all the processes executed with e-DemocracyUTA were developed using the
client/server model. Also, all participants in the study could interact with the platform
from any device connected to the Internet.

3 Experiments and Results

Four experiments were carried out with the e-DemocracyUTA platform in the UTA to
check the effectiveness of the tasks (see Table 1). There were a total of 2558 partici-
pants among professors, students, administrative personnel and employees as members
of the university community. After the experiments, a satisfaction survey was con-
ducted regarding the usability of the platform.

3.1 Experiment 1: Debate and Vote

The e-democracyUTA platform includes web services of online debate forums for
allowing the participants in the study to post their opinions and comments from any
connected device and at any time. Moreover, the forums history is downloadable in
order to be analyzed through text mining if necessary. The e-democracyUTA platform
makes it easier to manage and store distribution lists, it allows debating online, con-
sulting information and disseminating documents through the different web applica-
tions contained in the platform.
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For the task concerning the debate and vote, 2541 participants took part in the
experiment. The population considered for the study was a campus of the UTA located
in Ingahurco, where professors, students, administrative personnel and employees
participated. The question that initiated the debate was the following: “Do you agree to
have another access gate in the Campus of Ingahurco for the use of the university
community?” Likewise, this question was used to carry out the vote. The forum was
open for 15 days. After the participation of the university community members and
when the deadline was met, the results were published in the website of the e-
DemocracyUTA platform. The administrator played the role of moderator and stake-
holder. Depending on the debate topic, the task could also be delegated to a participant.

Next, the process involved in the debate and vote experiment is detailed. In the first
instance, the moderator created the corresponding group. Then, the participants
received a user and password via email in order to access the platform. Once the group
members logged in, they located the debate topic and the related forum links. By using
a debate thread and the appropriate web application, the participants published their
opinions. Afterwards, a vote was held using a web service with simple majority system.
Finally, the vote results were displayed on the platform website keeping all participants
posted (see Fig. 2).

For executing the task related to explanations to the university commgunity,
according to the results published by the e-DemocracyUTA platform, the majority of
participants were in favor of the motion. That is, 95.99% agreed to have another
campus access gate in Ingahurco, while 2.24% was against and 1,77% were uncertain.

Finally, after having the vote participative task completed, another e-task was
consequently deployed: explanations to the university community concerning the new
access to the campus.

Table 1. Experiments performed with e-Democracy UTA

Task Participants Number of
participants

Module to test

Debate and vote about installing another
gate in the campus Ingahurco

Students
Professors
Administrative
employees

2541 Debate and
vote

Information analysis in the academic
board in the Faculty of Information
Technology, Telecommunications and
Industrial Engineering

Professors 7 Information
display

Election of representatives in a group of
the Law Faculty

Students 10 Vote

Survey Students
Professors
Administrative
employees

2558 Use of
questionnaires
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3.2 Experiment 2: Information Display for Decision-Making
in the Academic Board of the IT, Telecommunications
and Industrial Engineering Faculty (FISEI)

The second experiment consisted on previously uploading a document to the platform,
having its content analyzed by the Academic Board of FISEI in the UTA. The docu-
ment was related to an authorization granted by the Academic Board for a student to
change his/her career. The seven members of the Academic Board checked the doc-
ument using the platform and shared their comments and opinions. Later, a face-to-face
meeting of the Board was held to decide on this case. By executing the vote task, the
request of this student was approved. The experiment results were that, on one hand,
due to a prior exchange of opinions between the group members, the sessions resulted
to be more agile and shorter. On the other hand, time was saved by reviewing complex
documents in advance. So the face-to-face meeting became more enriching and con-
sequently, the decision-making process a lot easier. In addition, the information stored
on the platform can be downloaded more easily, anytime it is needed in a face-to-face
session. Once the Academic Board meeting ended, the final decision made was pub-
lished through the platform (see Fig. 3).

For carrying out this experiment, firstly, the forum moderator, that is, the platform
administrator, created a corresponding group, as it was made in the task of debate and
vote. Secondly, the document was uploaded to the platform. To become users of the
platform, the Academic Board members received a user and a password to sign in. In
the main page of the platform, through the forums, the group members selected the
corresponding topic and downloaded the document that they had to analyze. For
sharing opinions on this document, creating a conversation thread with any Academic
Board member or with the forum moderator, the procedure was the same that in the
debate and vote experiment. Then, the moderator collected the opinions published on
the platform. Finally, the decisions made by the Academic Board were displayed on the

Fig. 2. Vote results
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e-democracyUTA platform keeping every participant posted. As we can see, this task
originated other e-tasks such as debate, alternative generation, preparation of final
documents and explanations to citizens.

3.3 Experiment 3: Election of Representatives in a Group of the Law
Faculty

For the third experiment, one representative of presidents was elected in a group of the
Law Faculty in the UTA. The ten candidates that intervened in this election represented
the presidents of each group of each semester. These ten students were asked to
participate through the platform. Next, by using the open source software applications
available on e-democracyUTA, the election of the president was carried out. When the
voting process ended, all participants had been able to cast their votes, being candidate
1 the winner. This result was immediately displayed as shown in Fig. 4.

The election was held though the following process. First, the invitation to the
participants was sent via email. Once the invitation was accepted, the participants used
the link in the email massage to access the platform. Using a web service of the
platform, the participants wrote their comments and preferences about the candidates
for the election. After selecting the candidates, the students proceeded to vote by using
one of the web applications on the e-democracyUTA platform. Lastly, the results were
displayed on the platform in order to keep the participants posted. At the same time,
with the execution of this participation instrument, other participative e- tasks emerged,
for example the debate, modelling preferences, vote, explanations to the university
community and preparation of final documents.

Fig. 3. Results of decision-making process by the Academic Board of FISEI
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3.4 Experiment 4: Use of Questionnaires in the Satisfaction Survey
Related to the Use of e-DemocracyUTA

This e-task helps to identify the main interests of the participants. At the end of the
experiments and for knowing the user’s satisfaction with the use of the e-democracyUTA,
a survey was conducted among the 2558 participants. In general, the questions included
referred to the use of virtual platforms, functionality and platform security, increasing
participation and decision-making through e-democracyUTA, as well as the level of
acceptance in the use of the architecture. Seven questions were included in the survey, six
with a Yes or No format and one with Likert scale [12].

The detailed description of the experiment is the following: first, by using the email
of all participants in the experiments, an invitation to do the survey was sent to them.
Second, once the invitation was accepted, the users used the link included in the email
message to enter the platform. Third, the participants finished the satisfaction survey
through the corresponding web application of the platform. Finally, this information
was stored for its further analysis.

On the other hand, concerning the first survey question, whose results are displayed
in Table 2, related to the use of other platforms, it is shown that approximately three
quarters of the participants had already used other e-participation platforms. In this
sense, another experimental platform called MyUniversity was previously used in the
UTA. This previous experience contributes to continue promoting electronic partici-
pation and it is in correspondence with the growing digital culture present in the
universities

Regarding the third question, whose results are shown in Table 3, it is shown that
most participants consider that the e-participation can be increased with the use of
e-democracyUTA. We believe that this is because the university community is mainly
composed of students, also called digital natives that belong to the technological era.

The fourth question was related to the ease of use of the platform. The results of the
survey show that most participants think that the platform is fast and easy to use.

Fig. 4. Results of the election.
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Nowadays, users demand instant response and mobility on the Internet due to the
evolution of the web. In fact, our architecture is conceived for that web environment.
Regarding the other participants who answered no to the question, it is possibly due to
an incorrect usage of the platform (Table 4).

Concerning the fifth question, which was about the security and reliability of the
platform, the results shown in Table 5 make us consider that most participants consider
the architecture as reliable. The reason to this is because the participants are aware that
now, most of the information systems are strongly secured with the use of commonly
used information security technologies. With respect to the rest of participants, we
think they didn’t trust the platform because they do not rely on doing internet trans-
actions or any other online activity, maybe due to the overabundance of information
and software piracy.

The sixth question was related to whether e-democracyUTA facilitates the decision-
making process or not. The results are shown in Table 6. We see that most of the
university community is in favor. It is undeniable that every aspect of life is evolving
with technology and that for people, especially for the digital natives, Internet
dependency is an issue. This is the case of the university community of the UTA,
mainly formed by young students born in the technologic era. That is why, they prefer

Table 2. Have you used an e-participation platform before?

Options Frequency Percentage

Valid Yes 1916 74.91
No 642 25.09

Total 2558 100.00

Table 3. Do you think that the e-democracyUTA platform promotes e-participation in the
university community?

Options Frequency Percentage

Valid Yes 1723 67.36
No 364 14.23
IDK 471 18.41

Total 2558 100.00

Table 4. Do you think that the e-democracyUTA platform is easy to use?

Options Frequency Percentage

Valid Yes 2398 93.75
No 89 3.48
IDK 71 2.77

Total 2558 100.00
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that important decisions are made online, through the different web applications
available. On the contrary, regarding the rest of participants who answered no, perhaps
they lack knowledge about of the new methodologies used in the present for decision
analysis.

From the results of the seventh question, we can observe in Table 7 that about 50%
of the participants think that the platform does affect the human relationships in the
university community. We believe that this is due to the overabundance of information
and to the network technologies, leading to an overwhelming and drowning sensation
among the users having to deal with an enormous amount of information. Nowadays,
young people value more a social media post or WhatsApp message than a good
conversation. University community is not exempt of this reality, so this community
can successfully interact with the suggested platform.

Finally, concerning the results of the eighth question, displayed in Table 8, we
observe that there is a high level of satisfaction, as most of the participants found that e-
democracyUTA is a reliable tool, secure and useful for e-participation and decision-
making in the UTA.

Table 5. Do you think that the e-democracy UTA plataform is reliable?

Options Frequency Percentage

Valid Yes 1691 66.11
No 277 10.83
IDK 590 23.06

Total 2558 100.00

Table 6. Do you think that the e-democracyUTA facilitates the decision-making process?

Options Frequency Percentage

Valid Yes 2256 88.19
No 94 3.68
IDK 208 8.13

Total 2558 100.00

Table 7. Do you think that the usage of the platform leads to a less personal interaction within
the members of the university community?

Options Frequency Percentage

Valid Yes 1352 52.25
No 851 32.88
IDK 385 14.87

Total 2588 100.00
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4 Conclusions

There is a countless number of participative tasks which already have a solution on the
web but the one that is possible most known is the voting system. The proposed
platform supports a better administration of the public politics at the university by
encouraging the e-participation of the university community and by supporting the
decision making in the institution.

The experiments that were carried out proved that the support of the Web 2.0 turns
out to be less expensive and more efficient for the construction of a participatory
instrument [13]. The platform e-democracyUTA is perceived as an attractive tool for
the e-participation. The distributed environment has been exploited for supporting the
decision making. This way, the platform supports the increase, not only of the trans-
parency of decision-making processes in the university community, but also the par-
ticipants’ satisfaction. The scalability of the platform makes it possible to integrate a
diverse amount of web applications for addressing real issues of the university
community.

As a result of this study, three user roles were identified. These roles include the
stakeholder, the participant-each member of the university community- and, the
manager-member of the technical personnel. By knowing the participative tasks allows
to solve the participation problem with the most proper instrument.

Acknowledgement. To the Technical University of Ambato, for its support to carry out these
experiments in campus Ingahurco and campus Huachi Chico.
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Abstract. Tetris is a popular videogame developed by Alexey Pajinov, where
the player will never win. This special feature makes it a popular reason to be
used in Artificial Intelligence and Computational Intelligence techniques
research to study the improvement in a game’s performance. In this work, a
genetic algorithms based approach will be presented, applying it to a game
engine with some of the modern Tetris’ gameplay features, where the objective
is to observe the game agent performance in various test scenarios. The obtained
results show the feasibility of using AI as a player in a game of Tetris.

Keywords: Genetic algorithms � Tetris � Artificial Intelligence

1 Introduction

The usage of intelligent systems techniques for solving various problems has become a
popular practice; implementing these techniques in several game engines, either pro-
grammed in-house or with more complex engines such as [1–4] is no exception. This is
a trend in Artificial Intelligence research, often making use of simplified versions of
games with simple interactions and less details [5, 6]. Those games are mainly used to
study the evolving performance that those game engines can show. In this work we
show an evolutionary algorithm based on genetic algorithms, which learns how to play
a game of Tetris with specific features. Tetris was chosen because as [7] states, the
solution to games in Tetris can only be validated with a trial and error process.

Tetris is a popular computer game for one player, invented by Alexey Pajinov in
1985. As Font et al. state, it consists in the placement of tetramino pieces which are
falling sequentially at an increasing speed in a board which usually has 10 columns and
20 rows. In this conditions, only two types of movements are allowed, a rotation and a
horizontal movement before they reach the end of the game board [8]. The main goal of
the game is to generate and clear the most amount of horizontal lines created with the
tetraminos. The game ends when the number of pieces reach the height of the game
board. The Fig. 1 shows the tetraminos and their rotations.
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In [9], the authors state that Tetris is a game against nature because the piece
selection for each game is generated randomly. Another of the game’s main features, as
presented by [10] is that due to the inexistence of a limit for the duration of a game, the
player will always loses, no matter which method is used.

In this paper, as previously mentioned, we present the utilization of a genetic
algorithm for studying the evolutionary efficiency on a Tetris game engine. First, we
show a section focused in the literature review about the use of different intelligent
systems techniques on the game of Tetris, specifically on using genetic algorithms
(related works). After that, we explain, in a detailed manner, the methodology use for
this research; in top of that, we included a subsection about the tests done. Following
this line, we continue presenting a discussion in order to interpret the results obtained
from the tests (analysis and discussion of results). Finally, we arrive to conclusions
about the work done and we present some ideas for future works in order to get better
findings (conclusions and future work).

2 Related Works

Tetris is a game which has drawn attention from a lot of AI researchers, because it
allows the application of various techniques for results improvement, those techniques
can be novel due to their playstyle. These techniques are mainly focused in the usage of
intelligent agents as presented by the following authors.

In [11] the authors propose the usage of least squares method applied to learning. In
this work although the method is not presented in a detailed way in various study cases,
the authors propose in one of them the utilization LSPI in a Tetris game, where the
authors affirmed that due to the usage of these methods they reached a number of
cleared lines between 100 and 3000. Although the game board size is never specified in
[1], taking the number of possible states is safe to say that the game board had a size of
10 � 20.

In [12, 13] the authors present the utilization of Gaussian processes in order to train
a Tetris game agent. The authors propose using these processes as a learning regression
technique, because according to the authors, Gaussian processes can help to improve
and compete using regression trees and instance-based regressions. For this particular
case, in [12] the authors achieved with the Tetris game agent an average of 50 lines
with a maximum increment of 120 lines.

Fig. 1. Tetraminos and their rotations [8].
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In [14] the authors used Ant Colony Optimization algorithms. These algorithms are
often used to find metaheuristic-based solutions. Although the authors did not specify a
Tetris implementation, they proposed a game with very similar features to Tetris.
A linear weighting heuristic was designed, and the authors state that they achieved a
maximum number of 17586 cleared lines.

In [15] the authors show the usage of evolutionary algorithms in covariance
matrices on a Tetris game. In this work the authors discuss the game’s essence and the
nature of the search space. The obtained results are the algorithms’ ability to rediscover
strategies presented in other works. In [16] it is show the usage of that very same
method on the same game, and because of that the authors conclude that the primordial
feature on the designing of a game agent of this kind is the choosing of the charac-
teristic functions that the game engine has.

In [17] the authors present the usage of swarm-based algorithms on a neural net-
work in order to achieve an optimization on the game feature’s weights. The authors
state that although this approach is exceeded by hand-made optimization algorithms the
strategies are similar, because using this approach the authors reported a maximum
number of 1286705 cleared lines.

[18] present the usage of a genetic algorithm focused in the developing of a solution
for randomly generated sequences of tetraminos; where each chromosome represents
actions and an acceptable game strategy, to identify contour patterns and the actions for
the best games for each tetramino. Additionally, the authors applied association rules
for pattern extraction in different games.

[19] use a genetic algorithm to find optimum weights using a pondered function in
order to train a game agent, in this paper the authors used two different sized boards,
the first one with the normal 10 � 20 size, where the training showed a performance of
859520 cleared lines. The second board with a 6 � 12 size showed in its best game
reported by the authors a performance of 4007 cleared lines. The authors state that this
score is due to the fact that the games in the second experiment are shorter. One of the
points which draw the most attention is the training time, because it took 3 months the
creation of 30 generations, even reaching the point of a sudden stop of the training.

In the literature review we identified that in most cases are issues with the game
agent training time, not only because this situation can occur for the game ending
condition, but also in the fact that the better the game agent gets, the longer it will take
to finish a game. Some authors presented solutions to this issue, such as [18] that
stablishes a perfect game when 50 tetraminos are placed filling the 200 spaces in the
game board. [1] propose various ways of measuring the game agent’s performance,
such as counting placed pieces, cleared lines or defining points for special actions done
by the game agent, i.e. clearing more than one line at a time to stablish a count of those
points, putting a hard limit to define a perfect game. [7] proposes the establishment of a
fixed number of generations and pieces in order to measure the maximum number of
lines that the game agent can clear, in this particular case, the authors stablished for
their experiments a number of 30 generations and a fixed number of pieces between
100 and 1000 respectively.
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3 Methodology

In this section we present the used methodology for this work, which is divided in three
main sections: AI, which describes the details of the genetic algorithm, Game Engine
describes the game features where the GA will be applied, and last a Functional Tests
section which presents a measurement of the game agent efficiency and its training with
the genetic algorithm in various situations.

3.1 AI Technique

The used AI technique is Genetic Algorithm; this is coded in Python 3 for training the
game engine. GA was chosen because we considered that the solution space for the
problem is too big for using other techniques. In the same way, in the reviewed works
Genetic Algorithms showed in most cases the most optimal solutions comparing it to
other solutions. The developed GA is constituted by heuristics, a population, a set of
genetic operators (selection, crossover, mutation), a strategy of replacement and fitness
function.

A compilation of used heuristics by different authors in the utilization of AI
techniques for Tetris games can be found in [1]. In this particular case, the GA has four
heuristics which are:

• Line numbers: Number of cleared lines after making a move or placing a tetramino.
• Number of holes: Number of holes resulting from making a move or placing a

tetramino.
• Maximum height: Height of the tallest column in the board.
• Board uniformity: It refers to the accumulated difference between adjacent columns

in the game board.

The weights of each chromosome are associated to each one of those heuristics. The
population is composed by n individuals, where the initial population is randomly
generated and the next generations are generated by the genetic operators in the fol-
lowing way:

• Selection: it is performed by a simple tournament with 10% of the population,
where the two fittest individuals are selected.

• Crossover: Each gen of the selected individuals is weighted against the result of the
fitness function of its own chromosome, after that the genes in the same position are
added to generate a third gen in order to generate an offspring. Because elitism is
not implemented in this GA, this crossover allows information sharing between the
parents, but the offspring chromosome is biased to the fittest parent.

• Mutation: a delta mutation is used, where if there is mutation only a random gen
will mutate a quantity between ±0.2.

Replacement: the new population doesn’t retain any of the parents, because the off-
spring will replace the entire population.

Fitness function is defined as the total cleared lines in X games played using Y
randomly generated tetraminos per game.
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3.2 Game Engine

The game engine based in GA was developed in Python3. This game engine doesn’t
have spin mechanics, that means that tetraminos can’t be “spin” to be fit in a space
where it wouldn’t fit normally. Also, it doesn’t have lock delay function, which refers
to how many frames a tetramino waits while it is in the floor before locking into place.
The game engine allows playing while knowing the upcoming piece (see Fig. 2). For
that mechanic we used the seven random bag randomizer, because this randomizer
guarantees that the maximum wait between two pieces of the same particular tetramino
is at most 13 pieces. This system is used mainly in modern iterations of Tetris.

3.3 Functional Tests

One of the main sections in this work is the demonstration of the execution efficiency
for the genetic algorithm in the developed game engine. For testing, 2 of the features
considered the most important in the literature were changed and applied in the game
engine, these features are the number of randomly generated tetraminos and the usage
of the seven random bag randomizer function. Comparison between results was done
using the fitness provided by the genetic algorithm as metric, in order to be able to
compare between different generations and tests.

Fig. 2. Game engine playing with 200 tetraminos.
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Following the theoretical proposal of [20] is considered for this practical case a
perfect game to be able to eliminate two rows using 5 tetraminos generated in a random
way, the calculated proportion would be 5 (random tetraminos)/2 (eliminated
rows) = 2.5.

The first set of tests was done without the usage of the seven random bag function
in order to assess the efficiency of the GA only by changing the number of tetraminos
to be placed on each game. This was done in three tests: the first one using 200
tetraminos, the second one using 100 tetraminos, and the third one using 50 tetraminos.
All of the test were ran for 50 generations. For each of the tests, a results comparison
was done showing the improvement behavior at generation 1, 25, and 50, as shown in
the Figs. 3 and 4.

Fig. 3. Comparison between tests using 200, 100 and 50 tetraminos without seven random bag
at generation 1.

Fig. 4. Comparison between tests using 200, 100 and 50 tetraminos without seven random bag
at generation 50.
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We present a comparison between the results generated on each test at generation 1,
25 and 50 (see Fig. 3).

For the next set of tests, the importance of the seven random bag function was
stated, and how having the information of the next coming piece can affect the game
agent. In this set of tests, the number of tetraminos was also changed using 200, 100
and 50 tetraminos, but the number of generations was reduced to 25 for each test, as
shown in the Figs. 5, 6 and 7, which present the behavior at generations 1, 13 and 25.

Fig. 5. Test with 200 tetraminos with seven random bag.

Fig. 6. Test with 100 tetraminos with seven random bag.
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A comparison between results for each test in a generation was done in the same
way as before (see Figs. 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 and 19).

Fig. 7. Test with 50 tetraminos with seven random bag.

Fig. 8. Comparison between the 200, 100 and 50 tetraminos with seven random bag at
generation 1.

118 D. P. Quintero Lorza et al.



www.manaraa.com

At this point of the testing phase, a comparison between tests with and without
seven random bag was done in order to better visualize the shown improvement.
However, as the number of generation was not the same the comparison was done at
generations 1, 13 and 25, because those numbers were the ones used in the second set
of tests.

Fig. 9. Comparison between the 200, 100 and 50 tetraminos with seven random bag at
generation 13.

Fig. 10. Comparison between the 200, 100 and 50 tetraminos with seven random bag at
generation 25.
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Fig. 11. Comparison between the tests using 200 tetraminos with and without seven random bag
at generation 1.

Fig. 12. Comparison between the tests using 200 tetraminos with and without seven random bag
at generation 13.

Fig. 13. Comparison between the tests using 200 tetraminos with and without seven random bag
at generation 25.
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Fig. 14. Comparison between the tests using 100 tetraminos with and without seven random bag
at generation 1.

Fig. 15. Comparison between the tests using 100 tetraminos with and without seven random bag
at generation 13.
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Fig. 16. Comparison between the tests using 100 tetraminos with and without seven random bag
at generation 25.

Fig. 17. Comparison between the tests using 50 tetraminos with and without seven random bag
at generation 1.
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4 Analysis and Results Discussion

In the first set of tests we can identify some main points; game behavior at generations
25 and 50 is very similar among the three games. The AI does produce an improvement
result in the game performance, which is the search objective when using this kind of
techniques. Another point to highlight in the experiments’ results is the improvement
between a game with more tetraminos and another one with less tetraminos, because
we can observe if there are more tetraminos in play, a greater improvement can be seen
from the first generation onwards, as shown in Fig. 5. Games played with 200 tetra-
minos have a better performance compared against games with 100 and 50 tetraminos,
which show a less significant performance. Also, we can observe that the game

Fig. 18. Comparison between the tests using 50 tetraminos with and without seven random bag
at generation 13.

Fig. 19. Comparison between the tests using 50 tetraminos with and without seven random bag
at generation 25.
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behavior is less fluctuating as generations pass. Because of that, we can state that the AI
training is more stable.

The second set of tests, which presents a popular function used in an actual Tetris
game, doesn’t show significant changes in behavior with different number of tetra-
minos, however, it does show that the games played with 200 tetraminos have better
performance since generation 1, and the 100 and 50 games have a similar behavior
compared against a 200 tetraminos game.

The third set of tests, where a comparison between the first and second experiments
was done for each generation, we can show that, evidently, the second experiment has a
significant improvement compared against the first experiment. Also, we can see that
the behavior between generations is not similar, although there can be some degree of
similarity between certain individuals. Another important point to highlight is the
execution time for each experiment, as shown in Table 1.

As it can be seen, the time difference between an experiment and another is really
significant, even though both experiments have the same amount of tetraminos for the
execution of the game.

5 Conclusions and Future Work

In this work, we present the utilization of a genetic algorithm on a Tetris game engine,
where the making of certain experiments previously stated allowed us to conclude that
the amount of tetraminos for a played game is not significant in order to study the game
agent’s behavior, however this feature is important at the execution time level, because
the bigger the amount of tetraminos played, the longer the game time will be. From
another perspective, we can conclude that using a function such as the seven random
bag randomizer provides the game agent more possibilities of playing a perfect game,
because after 11 days of continuous playing, the game agent did not lose a game,
getting “perfect” games continuously.

Using the execution time results obtained from each experiment, we can observe
that the training time is relative lower compared against works such as [8], which
present training times longer than 3 months. Our approach presented a maximum
training time of 533 h (22 days approximately). These faster training times can be
attributed to the generation of game ending conditions, such as numbers of generations

Table 1. Time in hours of termination per experiment.

Experiment Execution time (in hours)

200 tetraminos without seven random bag. 23
100 tetraminos without seven random bag 9
50 tetraminos without seven random bag 3
200 tetraminos with seven random bag 533
100 tetraminos with seven random bag. 300
50 tetraminos with seven random bag. 144

124 D. P. Quintero Lorza et al.



www.manaraa.com

and ending a game where 2 lines are cleared using 5 tetraminos. The last condition is
difficult to get using a random set of tetraminos while using the seven random bag
function to serve the piece set.

For future works, some points can be polished such as the game engine, which can
receive new features, i.e. spin mechanics and Lock Delay to get a similar experience
like modern Tetris games offer. The piece randomizer function can be altered to the old
Tetris’ engines, which allows a repeated consecutive type of piece. The game agent
performance can be compared between the two randomizer functions. For future works
some points are proposed, such as using more heuristics or another set of heuristics,
and changing the genetic operators’ behavior.
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Abstract. Unmanned vehicles (UAVs) are technological tools whose applica-
tion is carried out in the civil and military areas for surveillance, recognition and
intelligence tasks. Given its versatility and features, in this paper the imple-
mentation of an autopilot is determined, after an analysis of commercial models.
Said device must comply with technical requirements for the automatic flight
control of a medium-sized UAV, considering the operation scenarios in the
northern border of Ecuador. In addition, the parameters that intervene in the
control loops and the relevant simulations are specified. The results obtained
from the experimental flights of the aircraft are reflected in graphs, where the
stability of the plant properly calibrated for autonomous flight is verified.

Keywords: Autopilots � Flight controller � Flight performance � UAV

1 Introduction

The Armed Forces of Ecuador (FFAA) within its action fields includes the develop-
ment of air military power to ensure the national territory defense and contribute to
security through Ecuadorian Air Force (FAE). Current institutional objectives have
focused on the conflict zones control and drug trafficking, specifically on the northern
border of the country [1]. National Defense Ministry in its prospective vision to
develop the Defense Industry has commissioned to the Research and Development
Center (CIDFAE) the design and construction of unmanned aerial vehicles (UAVs)
with a high national added value [2]. This will achieve the aim of being used in support
of surveillance, recognition and intelligence in operation zones (in the coastal,
mountain and eastern regions) [3, 4].
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One of the greater development lines of research of this institution is dedicated to
the design, development and integration of UAVs [5]. At the beginning they were
remotely piloted aircraft, until the US Air Force, in alliance with the Boeing company,
transform several F-16 fighters into drones (for training and later for national defense in
military conflicts). The emergence of improved technological systems worldwide has
allowed the emergence of revolutionary devices that adhere artificial intelligence,
artificial vision, electronic nanotechnology, remote sensing satellite communications,
etc. [6, 7]. That is why the International Civil Aviation Organization (ICAO) states that
the operation of these vehicles must be as safe as manned aircraft, especially when any
test could represent a danger to personnel on the ground [8, 9]. Its use includes civil and
military applications, object detection, photogrammetry, surveillance and espionage in
real time, recognition of danger zones, access to remote areas, etc. Its use and appli-
cation leave open as a limitation the space and weight that UAV can support [10–12].
For correct functioning and fulfillment of planned tasks, it is required that the electronic
device or autopilot should be selected with technical criteria [13]. This device con-
stitutes the brain of the UAV and depends on its reliability, versatility and adaptability
to embedded hardware [14].

2 State of Art

The lack of technological development of a system that allows UAVs (and other
prototypes) to carry out missions autonomously, promotes the appearance of errors in
flight parameters such as: speed, wind variations, altitude and direction. In addition, the
lack of a mission zone recognition system, which sends real-time information to the
ground base station to avoid instability in the navigation of the aircraft, generates the
need to choose with technical criteria all the elements that make up an aircraft. Given
this problem, the need arises for the joint work of the military air industry and the
academy1,2,3, as shown in the work presented below. The proposal of [15] presents the
incorporation of a commercial electro-optical/infrared commercial camera used in
UAVs tasks of recognition. Similarly [16] propose to increase the flight performance of
a small unmanned aerial vehicle (UAV) by improving the autopilot system. Autopilot
configuration parameters are modified using a stochastic optimization method and
results obtained are used for simulations. In this context, this research project proposes
to carry out the technical study for select the autopilot used to control the prototype of
seven meters of spam, which has been called UAV “Gavilán”. This has been done as
part of Project Detection, Observation, Communication and Recognition (DOCR), in
which it is linked to the FAE and the academy. Autopilot parameters are configured to
obtain the best performance and for validation of this proposal, simulation and
experimental tests are presented [17].

1 http://repositorio.espe.edu.ec/jspui/handle/21000/9307.
2 http://repositorio.uta.edu.ec/handle/123456789/19383.
3 http://repositorio.puce.edu.ec/handle/22000/12152.
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This paper is organized as follows: the introduction in Sects. 1, Sect. 2 state of art
and Sect. 3 shows the guidance, navigation and control system of the UAV. Section 4
presents the control loops and their calibration. Results of the experimental tests carried
out and the conclusions are described in Sects. 5 and 6 respectively.

3 Guidance, Navigation and Control System of the UAV

3.1 Autopilot

Based on the operational requirements for the design of the DOCR project prototypes,
the main element and whose selection carries greater relevance in a UAV is the
automatic pilot device. Among the main parameters to be considered are: dimensions
and weight, cost and import permits, ability to follow waypoints, development of
secondary flight routes, emergency patterns, etc. From the strategic point of view for
control and monitoring of the aircraft, it is necessary to use two communication links.
Primary link is typical of the autopilot and the secondary link is redundant and made
through an external connection for a higher power radio [2]. Table 1 shows the
comparison of the operational capabilities of 4 commercial brands.

Table 1. Comparison of operational capabilities

Item MICROPI
LOT (2128-
3X)

PICCOLO
II

KESTREL
V2.4

APM 2.6

Operativity Yes Yes Yes Yes
Automatic Takeoff Yes Yes Yes Yes
Automatic Navigation Yes Yes Yes Yes
100% effectiveness in
Automatic Landing

Yes No No No

Simulations Yes Yes Yes Yes
Technical Support Yes Yes Yes Yes
Direct Interconnection with
satellite communication
system

Yes No No No

Operation Modes Manual
Automatic

Total
Manual
Manual
Assisted
Automatic

Manual
Automatic

Automatic

Plant adjustment in real time Yes Yes Yes Yes
Creation of Routes and flight
patterns

Yes Yes Yes Yes

Emergency handling Yes Yes Yes Yes
System and interface
personalization

80% 60% 70% 90%

Laser altimeter Yes Yes No No
DGPS System Yes Yes No No
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When performing the analysis in Table 1, it is determined that only the MicroPilot
model 2128-3X system meets the requirements for the “Gavilán” UAV prototype.
Additionally, it allows to have redundancy of hardware that admits to handle the
sensors faults on board and sudden emergencies, as well as the integration of a dif-
ferential GPS and laser altimeter that improve the measurements in critical flight stages:
takeoff and landing.

3.2 Control System

The control system shown in Fig. 1, consists of electrical, electronic and mechanical
components of advanced technology. As previously mentioned, autopilot system is the
brain that controls each of the flight stages through coordinated movement of actuators,
as well as the acquisition and processing of data from sensors integrated in the aircraft.
Takeoff and landing stages have a high level of criticality, for which a DGPS (dif-
ferential GPS) approach system and laser are incorporated, in order to comply with the
safety regulations in a flight, in all its stages.

For the automatic navigation stage, it is necessary to consider the UAV perfor-
mance profile, velocity values, acceleration percentage, activation times of emergency
routines and flight strategy. It is also needed to define the values that will serve to
initialize the autopilot, where the different established PID control loops will allow a
stable navigation that complies with the pre-programmed flight plan. Figure 2 shows

Fig. 1. Conceptual diagram of the UAV control system
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the model of a trajectory and the reference points that make it up and in Table 2,
nomenclature of both absolute and relative coordinates.

4 Calibration and Control Loops

Calibration method for loops control is based on a series of gains established by default
to use them as a starting point, they are stable gains for some aircraft models of similar
characteristics to the UAV “Gavilán”. Subsequently, depending on the aircraft behavior
displayed in a simulator, modifications are made to obtain the most efficient gains, and
then continue to adjust finely during the experimental flights using the adjustment
technique by a heuristic method. The respective control loops are described in Table 3.

The first loops that must be calibrated are the aircraft stability and Pitch from
Airspeed (Control the pitch to reduce the difference between the desired speed and the
current one) and Roll from Heading (Controls the angle of the bank to reduce the
difference between the desired course and the current one). This is done by evaluating
the autopilot behavior while advancing by reference points following a previously set
route (other control loops are calibrated in the same way). The performance evaluation
of the parameters selected in the autopilot programming is done through a flight with

Fig. 2. Planned flight route, where the red line shows the communication link between Ground
Control Station (GCS) and the aircraft.

Table 2. Aerodynamical scenarios of simulation.

Absolute coordinates Relative coordinates

(40:7.3986E, 90:30.96 N) (4000, 4000)

Analysis and Determination of Minimum Requirements 133



www.manaraa.com

different routes, ascents, descents, change of speed, height, etc. In Fig. 3 the interface
that is available for calibration is shown and in Fig. 4 the loading of maps. Final gains
values are presented in Table 4.

Table 3. Control loops description.

Item Name Control Description

0 Aileron from
roll

Aileron Controls the ailerons to reduce the difference
between the desired roll and the current one
The gains are based on speed

1 Elevator from
pitch

Elevator Controls elevator plans to reduce between the
desired pitch and the current pitch
The gains are based on speed

2 Rudder from Y
accelerometer

Rudder Controls the rudder to reduce the difference between
the Y accelerometer and the current one
The gains are based on speed

3 Rudder from
heading

Rudder Controls the rudder to reduce the difference between
the desired course and the current one. Used during
takeoff
The gains are based on GPS speed

4 Throttle from
speed

Throttle Controls the rudder to reduce the difference between
the desired speed and the current speed. During the
final approach
The gains are based on current speed

5 Throttle from
altitude

Throttle Control the throttle to obtain the desired altitude
The gains are based on current speed

6 Pitch from
altitude

Desired
pitch

Control the pitch to obtain the desired altitude
The gains are based on current speed

7 Pitch from AGL Desired
pitch

Controls the pitch to reduce the difference between
the desired altitude and the current one, as measured
by the AGL
The gains are based on current speed

8 Pitch from
airspeed

Desired
pitch

Controls the pitch to reduce the difference between
the desired speed and the current one. It is activated
during the ascent
The gains are based on current speed

9 Roll from
heading

Desired
roll

Controls the angle of the bench to reduce the
difference between the desired course and the current
one. Active at any time
The gains are based on GPS speed

10 Heading from
crosstrack error

Desired
heading

Control the desired course to minimize the distance
of the MP and the next waypoint
The gains are based on current speed
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Fig. 3. Calibration interface of control loop gains in real time.

Table 4. Established final gains in UAV “Gavilán” prototype

Controller Speed
Range
(Km/h)

Calibrated P
constant

Calibrated I
Constant

Calibrated D
constant

Feeding

Aileron from
Roll

0 a 120 −143000 −128 −3000 0
120 a 219 −132000 −128 −1500 0

Elevator
from Pitch

0 a 100 20000 10500 10000 −11626
100 a 219 17265 10261 9565 −10657

Rudder from
Y Acc.

0 a 219 138 0 40 −3750

Rudder from
Heading

0 a 219 6000 2000 −20000 0

Throttle from
Speed

0 a 219 −5000 −100 0 41

Pitch from
Alt.

0 a 219 231 193 504 0

Pitch from
Airspeed

0 a 219 13756 24 194 0

Roll from
Heading

0 a 63 −250 0 −300 0
63 a 91 −750 0 −350 0
91 a 219 −1000 0 −400 0

Pitch from
Descent

0 a 219 −1500 −150 −1719 0
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4.1 Flight Substages

The sub-stages of flight are those in which the aircraft, after completing its main flight
stage, has the capacity to achieve what the operator orders from the Ground Control
and Control Station, in order to do this, the module destined to UAV control has a
monitoring and control interface. In the current system used, flight sub-stages are
activated by pressing buttons located on one side of the interface and are called sec-
ondary standards. These are programmed based on what is required by the operator,
runway location and the type of mission to be carried out by the UAV. The display of
the flight height range and the secure communications link are shown in Figs. 5 and 6
respectively.

Fig. 4. Interface for loading respective maps.

Fig. 5. Sub-stage of flight annexed to the configuration of the UAV: range of flight height.
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4.2 Simulations

The simulation is executed in the same graphic interface of a real flight, as shown in
Fig. 7, which consists of the following elements:

• Flight plan.
• Emergency patterns, GPS loss, primary and secondary link, engine failure, power

failure, partial or total control failure.
• Secondary patterns or routes.
• Adjustment of PID controllers.

5 Experimental Tests

Among the test and validation flights of the “Gavilán” UAV, results of the flight
mission developed at the airport of Jumandy Puerto Napo have been considered, where
the runway has a height of 375 m above sea level, as can be seen in Fig. 8. At a
cruising speed of 120 km/h and an altitude of 985 m above the takeoff point, the
aircraft accomplished the mission in approximately 1 h and 18 min. Flight plan that
was followed is composed of 24 reference points, although only 10 parameters of them
have been placed in Table 5.

As can be seen in Figs. 9, 10 and 11, the aircraft presented the expected behavior
during each of the mission phases. Height and speed were stable and each of the 24
programmed reference points in the autopilot system was met, without the loss of
communications links.

Figure 12 shows that throughout the trajectory there is a line of sight, which is
favorable for communications and their uninterrupted stability along the trajectory.
Through this system it is possible to control the movements in azimuth and elevation,
as well as autopilot communication through digital communication.

Fig. 6. Sub-step of flight annexed to the configuration of the UAV: communications link.
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Fig. 7. Flight simulation with a previously planned trajectory.

Fig. 8. Experimental tests of the UAV “Gavilán” with the proposed system.

Table 5. Reference points that make up the flight route.

Controller Latitude (Degrees) Length (Degrees) Altitude (MSL) (m)

1 −1.05866° −77.6078° 389.784 m
2 −1.06665° −77.642° 383.882 m
3 −1.05473° −77.6581° 390.522 m
4 −1.04836° −77.6747° 427.838 m
5 −1.05088° −77.6895° 386.427 m
6 −1.04492° −77.6965° 391.979 m
7 −1.04663° −77.7092° 380.053 m
8 −1.03464° −77.7316° 394.602 m
9 −1.04541° −77.7591° 390.873 m
10 −1.04054° −77.7806° 420.237 m
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Fig. 9. Results of the UAV flight height control.

Fig. 10. Results of the UAV speed control.
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6 Conclusions

Through the analysis carried out, an electronic autopilot system has been determined
that complies with the technical requirements for the control of the “Gavilán” UAV
prototype, in order to accomplish reconnaissance and surveillance missions. Initial
adjustments of the control loops and simulations have been developed in the CIDFAE
laboratories and in the Chachoán airport in the city of Ambato - Ecuador. All this in the
search of contributing with the objective of promoting the Defense Industry, and in this
way to promote the technological development in the aerospace field of the country,
being evident the importance that CIDFAE should continue developing its capabilities
together with the Academy to allocate resources in this field of research.

Fig. 11. Results of heading control of the UAV.

Fig. 12. Results of the existing line of sight.
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Results shown in the validation flights with the prototype have been reliable and
satisfactory, this has taken the aircraft to its limits and sets a precedent for the search of
continuous improvement. The stages of automatic take-off and landing have been
tested on small prototypes, fulfilling satisfactorily. However, the calibration of these
stages for the UAV Gavilán aircraft, as it is a larger and heavier aircraft, required the
investment of more time, safety and personnel conditions.

The elaboration of this work constitutes a base for the continuous advance of the
aerospace technology in Latin America. Therefore, searching for new scenarios and
therefore a recalibration of parameters that can provide a stable and safe flight, in all its
stages (take-off, flight and landing) is considered as future work.
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Abstract. This document presents the development of a Proportional Integral
Derivative (PID) and a Fuzzy-PID, for the control of the level of the MPS PA
plant, which is constituted by industrial sensors and actuators. The mathematical
model and the parameters of the system were obtained using the software the
MATLAB environment using a STM32F4 card. The experimental results show
the robustness of the Fuzzy PID, because it improves the response of the system
and its parameters are tuned automatically according to the state of the process,
thus enhancing the performance of the system. Besides, the conventional PID
controller requires an adjustment of its parameters to operate in an optimal for
each change of variable, and it does not respond efficiently to disturbances.

Keywords: Automation � PID � Fuzzy PID

1 Introduction

PID controllers are extensively utilized in the automation and control of industrial
processes, because they are easy to implement and exhibit good response in linear
systems. About 95% of the controllers are PID due to their simple structure, precision
and reliability in the case of first order processes, and where the response times are not
very critical [1]. For systems that present nonlinearities or disturbances, they exhibit a
low performance which produces instability [2].

A conventional PID controller offers a good performance when the values of its
parameters, namely the proportional (Kp), integral (Ki) and derivative (Kd) gains, are
optimal; however, around 90% of the PID controllers are bad tuned at present [3].
Problems arise when the parameters are not well configured, and the performance of the
system reduces thus producing losses at the industrial level. In the control of nonlinear
complex and/or time-varying variables, the conventional PID does not yield good
results [4, 5]. As a consequence, new intelligent control techniques have been devel-
oped to improve the response in this type of systems.

Automatic tuning of controllers is a very broad area, which is expanding with new
control techniques, thus representing a great benefit for industries [3].

One of the techniques being utilized is a controller based on fuzzy logic to auto-
matically tune the Kp, Ki, Kd parameters. The fuzzy logic technique provides a tool to
improve the times of response, enabling to work with nonlinearities and uncertainties
[1, 2].
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In 1974, Mandami developed a fuzzy deduction based on rules suggested by Zadeh,
which was used to control dynamic plants [6]. Fuzzy-PID combines classic and fuzzy
control, which continuously adjusts the parameters of the controller according to the
variables, to achieve an optimal performance [7].

The purpose of this paper is to compare a conventional PID controller with a
Fuzzy-PID controller. The simulation and programming were carried out in
Matlab/Simulink. First, a conventional PID controller was realized, for which the
transfer function of the plant was obtained, to further simulate it and determine the
parameters Kp, Ki, Kd of the controller. Afterwards, based on experience and tests
carried out in the plant, the algorithm for the Fuzzy-PID controller was realized. The
control strategies were implemented on a MPS PA station, in which real processes may
be implemented due to its structure and elements. The control is carried out using a
STM32F4 card, which is programmed by means of the Matlab software, enabling the
visualization of the state of the process in real time. In addition, the stability, time of
response, overshoot and steady-state error may be analyzed, to observe the perfor-
mance in the presence of disturbances and set-point changes.

The document is organized as follows: Sect. 2 describes the theoretical funda-
mentals and the methodology employed, Sect. 3 describes the identification of the
plant, implementation and results and, at last, Sect. 4 includes the conclusions of the
work.

2 Materials and Methods

2.1 PID

The PID controller and its variants: P, PI and PD, are used in the control of all types of
processes in various industries such as: chemical and food industry, mining industry,
mobile and aerospace industry among others. The algorithm depends on three
parameters, namely: proportional, integral and derivative gains [8, 9]. In the automation
and control of industrial processes, the conventional PID controller is extensively used
due to its structure and performance [10]. The parameters of a PID controller are
calculated by means of the equations:

uðtÞ ¼ Kpe tð ÞþKi
Z

e tð ÞdtþKd
d
dt
eðtÞ ð1Þ

e tð Þ ¼ r tð Þ � y tð Þ ð2Þ

Where Kp, Ki, Kd are the proportional, integral and derivative gains, respectively.
These parameters constitute the control signal u(t) and affect the output of the system.
Figure 1 shows the general structure of the controller.

The effect of the variation of parameters Kp, Ki, Kd of a PID controller on the
response of the system, are summarized in Table 1.
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2.2 Fuzzy Controller

Fuzzy systems were developed as an alternative to classical control methods using,
instead of analytical control theory, the logic of decision-making originated by artificial
intelligence. Fuzzy control is a strategy based on the knowledge and dynamic of the
system [2], which uses linguistic and imprecise rules based on the knowledge of
experts [10], i.e. it is a method based on human experience and comprises 4 main parts:
fuzzification, defuzzification, inference and rules [11, 12].

The parameters of the Fuzzy PID algorithm are automatically tuned using a fuzzy
logic tuner [13, 14]. The inputs to the Fuzzy PID controller are the error and the
derivative of the error, and the outputs are the parameters ΔKp, ΔKi, ΔKd, as can be
seen in Fig. 2.

Fig. 1. Structure of a PID controller.

Table 1. Response of the system as a function of the PID parameters [11].

Rise time Overshoot Settling time Steady-state error

Kp Reduces Increases Changes slightly Reduces
Ki Reduces Increases Increases Eliminates
Kd Changes slightly Reduces Reduces Changes slightly

Fig. 2. Function block [13]
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The Fuzzy PID control combines conventional PID control and Fuzzy techniques.
Once the Fuzzy algorithm is realized, the calculated parameters compensate the
parameters obtained in the classic PID controller, according to the equations:

Kp ¼ Kp0 þDKp ð3Þ

Ki ¼ Ki0 þDKi ð4Þ

Kd ¼ Kd0 þDKd ð5Þ

where Kp0, Ki0 and Kd0 are the parameters obtained for the conventional PID, and DKp,
DKi and DKd are the outputs of the Fuzzy controller, which change according to the
behavior of the process.

2.3 Hardware

STM32F4
The microprocessor STM32F4 is based on a 32 bits processor with an ARM Cortex-
M3 core, has 80 input and output pins, a maximum operating frequency of 72 MHz and
128 Kb flash memory. The main peripherals are: ADC Converter 12-bit, DAC 12-bit,
Timers, USART7 UART for serial communication and SPI/I2C interfaces [15].

MPS Compact Station
The MPS PA (Modular Production System) is a compact workstation in which con-
tinuous and discontinuous systems can be implemented [16]. The module is designed
to enable the implementation of real industrial applications, with the corresponding
disturbances. Four variables, namely temperature, pressure, level and flow, can be
controlled combining closed loops with sensors and analog and digital actuators, see
Fig. 3.

3 Case Study

The process of level variation in the MPS workstation corresponds to a First Order Plus
Dead Time (FOPDT) model, considering the controllers as a feedback loop mechanism
extensively used in industrial control systems and in a variety of applications that
require a continuous modular control. The two controllers were implemented, to carry
out a comparison under disturbances and set-point changes.

For the design of the PID and Fuzzy PID controllers, a transfer function of the plant
was obtained using the System Identification Toolbox with a first order estimation. The
obtained open-loop transfer function

G sð Þ ¼ 0:7996
1þ 3:1498s

ð6Þ
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Had a fitting of 95%, according to the input-output curve method. Afterwards, a
simulation with a PID controller was carried out utilizing the pidtool library, in which
the desired output parameters were entered to obtain the Kp, Ki, Kd parameters.
Figure 4 shows the model obtained, and the simulated PID controller.

Fig. 3. MPS PA compact workstation [16].

Fig. 4. Transfer function and PID controller.
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The signal of the PID controller depends on three terms, which were obtained in the
simulation are: Kp = 5, Ki = 0.05 and Kd = 6.5209e-05.

3.1 Design of the Fuzzy PID Controller

The structure of the proposed Fuzzy PID controller is illustrated in Fig. 5. It has two
inputs, namely, the error ‘e(t)’ that depends on the set-point and on the current state,
and the derivative of the error ‘d(t)’ that determines the time in which the change of the
error occurs. The obtained outputs are u1, u2 y u3, given as the adjustment points of the
control action, considering that such inputs are Dkp, Dki y Dkd, which in turn com-
pensate the parameters Kp, Ki y Kd that are waiting for the value determined as a
function of the state of the process.

Utilizing an inference system of type Mamdani, Table 2 presents 25 fuzzy rules
obtained for 5 input linguistic variables and 5 output linguistic variables. The input
linguistic variables correspond to NB (negative big), NS (negative small), ZE (zero),
PS (positive small) and PB (positive big), while the output linguistic variables are
present in the membership functions S (Small), MS (Moderately Small), M (Medium),
MB (Moderately Big) y B (Big).

Fig. 5. Inputs and outputs of the fuzzy logic inference.

Table 2. Fuzzy inference rules.

de(t)/e(t) NB NS ZE PS PB

NB S S MS MS M
NS S MS MS M MB
ZE MS MS M MB MB
PS MS M MB MB B
PB M MB MB B B
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Fuzzification
The fuzzification is the transformation of numeric data to linguistic terms. In the
present work utilizes two inputs, which should be defined in terms of linguistic vari-
ables. Both are ex-pressed in similar membership functions and have five linguistic
variables in the input ‘e(t)’ and in its derivative.

In the process of filling the tank, the minimum and maximum volumes are con-
sidered as 1.2 L and 7 L, respectively. According to the parameters obtained for the
conventional PID, five Gaussian membership functions are considered for each vari-
able. The range of the error is from −1 to 5, while the range of the derivative of the
error is from −0.05 to 0.05.

Rule Base and Fuzzy Inference
Fuzzy rules are expressed as IF-THEN sequences, that guide the control algorithm on
the decisions that it should make. The law to construct the fuzzy rules is based uniquely
on the expertise of the designer. In this case the fuzzy output of the system is denoted
as Kp, Ki y Kd. These outputs are defined in terms of five linguistic variables. The rule
base for this result in given in Table 3. The range for output Kp was established as [0,
10], for output Ki [0, 0.05] and for output Kd [0, 0.0025].

Defuzzification
Calculates the output employing different methods allocated in a search table, such that
it interprets the degree of membership to the fuzzy sets in a specific decision, or the real
value as a function of the current input. For this purpose, three outputs are used to
estimate the Fuzzy PID controller, where the parameters ΔKp, ΔKi y ΔKd are com-
pensators of the system. In this work, the Center of Gravity (COG) average defuzzi-
fication method is utilized, which calculates the precise value of the fuzzy quantity as
the weighted average of the membership function.

3.2 Implementation of the PID and Fuzzy PID Controllers

The implementation of the PID controller is carried out in Simulink. Due to this, the
Waijung libraries were installed, which enable the interaction with the peripherals of
the STM32 card. Figure 6 shows the Fuzzy PID controller, which was designed using
the Fuzzy Logic Controller Matlab library, to automatically adjust its parameters
according to the changes and conditions of the process, reducing the intervention of the

Table 3. Comparison of the control performance

Controller Set point Rise time (sec) Overshoot (%) Settling time (sec)

Fuzzy PID 2,5 43 2,4 70
3,5 63 0,49 80
5 113 2,16 120

Conventional PID 2,5 35 10,96 180
3,5 69 5,42 228
5 141 15,48 –
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operator; this can help to improve the total performance of the conventional PID
controller.

The subsystem of the Fuzzy PID controller is shown in Fig. 7. This adopts a
controller design that balances the two performance constraints, namely disturbance
rejection and tracking of references, where it can be observed that the Fuzzy parameters
are added to the Kp, Ki and Kd constants.

Fig. 6. Implementation of the self-tuning Fuzzy PID controller using MATLAB/Simulink.

Fig. 7. Block diagram of the subsystem of units of the Fuzzy PID controller.
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3.3 Analysis of Results

This section describes the results obtained, where the experimental responses are
compared for the conventional PID and Fuzzy PID. In order to compare the responses
of the controllers, parameters such as the settling time, time of response and overshoot
are analyzed for different reference values, as can be seen in Figs. 8, 9 and 10.

The algorithms of the Fuzzy PID and PID controllers were programmed for a 3.5 L
set point, so it presents the best results as shown in Fig. 9.

Figure 10 shows that the pid controller does not have a good performance for
different set point levels, that is, it is only optimal for the level that was set, while the
fuzzy automatically calculates its parameters according to the set point.

Fig. 8. Conventional PID vs. Fuzzy PID for a reference value of 2.5 L

Fig. 9. Conventional PID vs. Fuzzy PID for a reference value of 3.5 L
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Table 3 shows the performance of each controller, thus confirming the effectiveness
and versatility of the Fuzzy PID controller, which indicates that a good tracking of the
reference is achieved.

From the comparison of the controllers, the Fuzzy PID control algorithm yields
better results for all reference values, since it reduces the rise time, settling time,
overshoot, and it eliminates the steady-state error. This does not occur for the con-
ventional PID controller, which is inefficient for large reference values in this system;
on the contrary, the Fuzzy PID self-tunes its control parameters to avoid this situation.
The 3.5 L reference value is analyzed, since the parameters of the optimum PID were
obtained for this case; specifically, the rise time was reduced 8.6%, the settling time
was reduced 64.9% and there is no overshoot with respect to the conventional PID.

4 Conclusions

By means of the implementation of the controllers, it can be observed that the
Fuzzy PID control assigns the reference values for tuning based on the error input
signal and error derivative. Improving the response of the system, since its parameters
are automatically tuned according to the state of the process, thus raising the perfor-
mance of the system. In addition, for optimal operation of the conventional PID it is
required that the parameters be calculated for each change of variable, and it does not
respond efficiently to disturbances.

The STM32F4 Discovery is a low cost, easy to programing card, with several
options in programming languages such as C/C++ and block programming on the
matlab platform with the help of the waijung library, which is applied for research
development, offers various advantages for the development of intelligent control
systems, since it can be programmed directly from matlab, including the use of the
toolboxes designed in such platform, besides visualizing the state of the variables of the
process in real time

Fig. 10. Conventional PID vs. Fuzzy PID for a reference value of 5 L
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Abstract. Hand gestures are a non-verbal type of communication ide-
ally suited for Human-Machine Interaction. Nevertheless, accuracy rates
and response times still are a matter of research. One unattended prob-
lem has been the difficulty and vagueness of the evaluation of the mod-
els proposed in the literature. In this paper, a protocol for evaluating
recognition is proposed. A Hand Gesture Recognition system using elec-
tromyography signals (EMG) is also presented. This model works in real
time, is user dependent and is based in Long Short-Term Memory Net-
works. The model recognizes 5 different classes (wave in, wave out, fist,
open, pinch) apart from the relax state. A data set with 120 people was
collected using the commercial device Myo Armband. The data set was
divided 50% for tuning and 50% for testing. Following the evaluation pro-
tocol proposed, the presented model achieves a 95.79% in classification
and a 88.1% in recognition accuracy. An analysis of the characteristics
of this model shows the advantage over similar models and its capability
for being applied in all sort of fields.

Keywords: EMG · Hand Gesture Recognition · LSTM · Myo
Armband

1 Introduction

Gestures are a type of non-verbal communication that is natural, meaningful and
effective [34]. Hand gestures, specifically, may be well suited for Human-Machine
interactions [14]. The Hand Gesture Recognition problem consists of identifying,
from a certain movement of the hand, its corresponding class, and its time of
occurrence [6]. In recent years, major research advances have been achieved
with applications of Hand Gesture Recognition systems in different fields. For
example, these systems have been applied in Sign Language Recognition [3,31,
33], in prosthesis [35,38] and in robotics [23]. Hand Gesture Recognition models
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have also been applied in the medical field for data visualization [36] and image
manipulation during medical procedures [10,17,40].

A Gesture Recognition model can be divided into 5 modules: data acquisition,
preprocessing, feature extraction, classification and posprocessing [7].

Data acquisition consists of measuring, via some kind of sensors, signals gen-
erated when a person performs a gesture [7]. The type of sensor depends on the
signal to be measured and, it is usually chosen based on the application. Hand
Gesture Recognition models are often based on measures of movement (acquired
from Inertial Measurement Units IMUs) [15,16,26], images or videos (acquired
from cameras) [20,28]; measures of the fingers force or flexion (acquired through
sensory gloves)[1,38]; or measures of the electrical muscle activity of the arm,
known as electromyography EMG (acquired through electrodes) [8].

Many models proposed in the scientific literature for Hand Gesture Recogni-
tion are based on cameras. Some popular cameras are the Kinect [33], the Leap
Motion [2] or dept cameras [37]. Using cameras has the advantage of being a non-
invasive method for data acquisition, but it is affected by changes in light condi-
tions, occlusion and, it is also susceptible to variations of the distance between
the object and the camera. With respect to flexion sensors, those are placed in
a sensory glove that may cause some annoyance to the user [31], and has to be
designed for different hand sizes. Regarding electromyography EMG, there are
two types: surface and intramuscular. Surface EMG uses superficial electrodes
placed on top of the skin, and the intramuscular EMG uses invasive sensors like
needles. Hence, surface EMG is non-invasive and performs well to capture fea-
tures in static gestures [15]. Additionally, EMG is one of the few alternatives for
data acquisition of movement intention in the case of upper limb amputees [13].
Because of these reasons, this work used surface EMG to implement a Hand
Gesture Recognition model.

EMG is the measure of the electrical activity in the skeletal muscles of the
human body. Motor units are responsible of the strength and movement of the
muscles, both in reflex and voluntary contractions. A muscle is formed of several
motor units composed of muscle fibers. The force that a muscle produces depends
on the number of motor units that are activated by the brain. Each motor unit
is innervated by a unique motor neuron. This motor neuron connects the spinal
cord with the muscle fibers of a motor unit. When a motor neuron is activated, an
electric pulse, known as action potential, is propagated trough the muscle fiber.
In order to produce a movement, the brain constantly activates some motor units,
generating a train of action potentials in each muscle fiber. The superposition
of the action potential trains of all muscle fibers is known as Motor Unit Action
Potential Train MUAPT. The number of active motor units (i.e. recruitment)
and the time between consecutive pulses are considered random variables that
depend on the muscle force required [11,25,30,39].

A Hand Gesture Recognition model may be based in the analysis of the
activation of the motor units. However, decomposing the EMG into its MUAPTs
is a very difficult task. Additionally, the EMG acquired depends on factors like
temperature, fat, blood flow, skin thickness, and location of the sensors [39].
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Thus, the activation of specific motor units is barely distinguished when using
surface EMG. Instead, an approach based in supervised learning was carried out.
For these reasons, a dataset with 120 people was collected for training the model
proposed in this paper.

The second module in Hand Gesture Recognition models is preprocesing.
It consists of preparing the acquired signals to match the feature extraction
module. Common techniques are filtering for noise reduction [35], and normal-
ization [4]. Normalization is very useful specially when signals of different nature
are combined (i.e. sensor fusion) [15].

After data acquisition and preprocessing, the next module of a Hand Ges-
ture Recognition model is feature extraction. Its goal is to extract distinctive and
non-redundant information from the original signal [32]. Features are intended
to share similar patterns between elements of the same class. Features can be
extracted from time, frequency, and time-frequency domains [29]. Common fea-
tures in the time domain are mean absolute value, nth-order autoregressive coef-
ficients, zero crossing, modified mean absolute value, root-mean square value,
sample mean and variance, log detector, average amplitude change, maximum
fractal length, Willison amplitude, histogram, cepstral coefficients, and sample
entropy. Regarding to the frequency domain, common techniques are the power
spectrum, mean and median frequencies, frequency histogram, mean power, and
spectral. In the time-frequency domain a common method is the discrete wavelet
transform [22]. A common approach for feature extraction is to use a set of these
variables selected heuristically. Finding the optimal set of features for a given
classifier is not an easy task, since the problem of grouping features is combina-
torial [12].

Classifiers are supervised learning algorithms that map a feature vector to
a label. The label is chosen from a set that represents the different categories
or classes. The most common classifiers used in Hand Gesture Recognition are
Support Vector Machines SVM [2,38], feed-forward [2,38], Convolutional [24]
and Recurrent Neural Networks [28], decision trees [19], Linear Discriminant
Analysis LDA [18], k-nearest neighbors k-NN [21], and Hidden Markov models
HMM [5].

The last module of a Hand Gesture Recognition system is postprocessing.
Its objective is to adapt the responses of the classifier to the corresponding
application (e.g. a drone, or robot). This operation, for example, filters spurious
predictions, producing a smoother response [6].

Some applications require predictions of Hand Gesture Recognition models
as soon as possible. It is clear that applications such as robotics will require fast
responses of the system. This is usually referred as real time. A problem emerges
when it is attempted to generalize this concept. In the context of human per-
ception, a system is considered to work in real time when it returns a prediction
in 300 ms or faster [9]. Achieving real-time systems usually restricts the com-
plexity of the algorithms. Therefore, the challenge for research is developing a
model with high recognition rate and low computational complexity. This paper
presents a novel Real-Time Hand Gesture Recognition model using EMG. This
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model is based on Long Short-Term Memory LSTM networks because of its
ability to learn from sequential information.

Following this Introduction, the remaining of this paper is organized as fol-
lows. Section 2 is about methodologies. It begins defining classification and recog-
nition; later it describes each module of the proposed model. In Sect. 3, the
experiments for testing the proposed model are described along with the analy-
sis of the results obtained. Finally, Sect. 4 lists the findings of this research and
outlines the future work.

2 Methodology

2.1 Classification and Recognition

In this paper, the notions of classification and recognition are differentiated.
Classification will be understood as labeling feature vectors. This notion of clas-
sification leaves apart timing and order of labels. Recognition goes beyond this
concept; it also includes identifying in time the begging and the end of a ges-
ture. Following this approach, for a gesture (i.e. target), a classification will be
correct when the output of the Hand Gesture Recognition model (i.e. predic-
tion) matches the target’s label. A real-time system should return predictions
separated apart 300 ms or less (i.e. vector of predictions). Hence, the recognition
evaluation involves comparing the vector of predictions with the actual instants
of occurrence of the gesture in time (i.e. ground truth). This comparison, known
as overlapping factor, is represented in Eq. 1 and Fig. 1.

ρ = 2 ∗ |A ∩ B|
|A| + |B| (1)

Where A, B are the sets of instants of time with muscle activity, with A corre-
sponding to the ground truth, and B corresponding to the vector of predictions.
ρ is defined as the overlapping factor.

For the EMG signal shown in Fig. 1, a classification can be obtained by
different means. One approach could be to use the whole signal passed to the
feature extraction and then to the classifier, obtaining a unique output label.
Another approach, would be to segment the muscle activity in the EMG signal
and then follow the former approach. In this way, a unique output label is also
obtained, but with the advantage of not considering the relax state of the EMG
in the process of classification. Another approach could be to use sliding windows
to generate not only a single prediction but a vector of predictions. This vector
of predictions has to be analysed afterwards for obtaining an equivalent unique
prediction (a technique that can be used for this reduction is the mode). If this
reduced prediction matches the original label (i.e. target) the classification is
correct.

The evaluation of recognition accuracy requires a valid vector of predictions
with its corresponding appearances in time. This vector is valid only if it contains
just one segment of equal consecutive labels (apart from the relax state). Other-
wise, the overlapping factor ρ is not calculated and the recognition is stated as
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Fig. 1. In blue, an EMG signal from one channel recorded using the Myo Armband
during 5 s. In black, the ground truth that delimits the muscle activity in the EMG
signal. In green, the vector of predictions.

incorrect. A recognition is correct when the overlapping factor is greater than a
threshold.

2.2 Data Acquisition

Hardware Characteristics: The Myo Armband is a Bluetooth device for
Hand Gesture Recognition distributed by Thalmic Labs. It is a bracelet formed
by 8 differential electrodes that measures the muscle electrical activity at 200 Hz
with a resolution of 8 bits. It has an Inertial Measurement Unit of 9◦ (accelerom-
eter, magnetometer and gyroscope) and haptic feedback. In Fig. 2(a) the Myo
Armband is shown. This device also contains a proprietary recognition system,
which is capable of identifying in real time 5 gestures of the hand: wave in, wave
out, fist, pinch and open Fig. 2(c).

Dataset Description. For this work, a dataset of 120 volunteers was collected.
Each volunteer performed 50 repetitions of every gesture. The dataset is formed
by 6 classes; the same 5 gestures that the Myo Armband recognizes, and also
it includes the relax pose. This is a gesture used to represent the remaining
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Fig. 2. (a) Myo Armband, (b) location of the Myo Armband, (c) set of hand gestures.

of all possible gestures. For the relax pose only 10 repetitions were acquired.
The dataset is formed of 260 repetitions per volunteer, with a total of 31200
repetitions for the 120 volunteers. Each repetition was recorded during 5 s blindly
(i.e. the person did not receive feedback from any Hand Gesture Recognition
model). Volunteers were asked to wear the Myo Armband in their right forearm,
as shown in Fig. 2(b). It was established that a recording starts from the relax
pose, performs the gesture, and finishes coming back to the relax pose (i.e.
transient gestures). The indices of beginning and ending of the gestures were
manually registered (i.e. manual muscle activity segmentation). In addition to
this information, gender and age was included. The dataset contains a 75% men
and 25% of women between 17 a 29 years (all of them university student). The
dataset was divided into 50% for training and 50% for testing. A sample of a
recorded EMG is shown in Fig. 1.

2.3 Proposed Model

Preprocessing. The proposed model used a sliding window approach. For this
matter, a window W will be understood as a partial observation of the EMG
signal. A window is an wx8 matrix, where w is the number of samples, and it has
8 columns corresponding to the 8 channels of the Myo Armband. This proposed
model uses w = 150 because it was a close value to the average duration of the
muscle activity observed in the dataset. This number of points corresponds to
0.75 s of the EMG signal (since the Myo Armband transmits at 200 samples per
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second). The sliding window reloads its observation after a stride s. The stride
is specified in terms of samples, s = 20; this value implies refreshing data in
0.1 s. In the case that the Recognition model returns a prediction faster than
this time, will be considered in real time.

The sliding window is rectified and filtered using absolute value and a 4th
order Butterworth filter with cut-off frequency of 5 Hz. This processed signal
will be represented as Ψ(W ). The parameters for this procedure were selected
to reduce the non-stationarity of the EMG by smoothing it out, as stated in [7].

Feature Extraction. The EMG features used for the classifier are the con-
catenation of specifically selected features g(W ) and the processed signal Ψ(W ),
these features are described by [27]. The selected features g(W ) are the calculated
from the following bag of functions: Mean Absolute Value, Slope Sign Changes,
Waveform Length, Root Mean Square, and the Hjorth parameters. It is impor-
tant to state that the bag of functions are only from the time domain because
functions from the frequency and the time-frequency domains have higher com-
putational complexities. The selected features g(W ) (obtained with the bag of
functions in the window wx8) form a vector of length 56. The feature vector of
a window F (W ), hence, is the concatenation of Ψ(W ) and g(W ), a vector with
length 1256 (150 ∗ 8 + 56, the points in the sliding window plus the selected
features).

Classification. A Long Short-Term Memory (LSTM) network was chosen for
classification because of its capability for learning from time series [4]. This archi-
tecture connects the LSTM with a softmax layer. A “last-state” configuration is
used for training the LSTM layer that has 800 hidden units.

Data for Training and Generation of Sequences. As described in Sub-
sect. 2.2, the dataset contains repetitions from 120 volunteers. The model was
developed and tuned using 60 volunteers. Sequence examples are generated using
the repetitions for training from each user. The model was trained with 10 repe-
titions per user. Although, it could have been trained with up to 25 repetitions,
preliminary results did not show better performing with more repetitions. More-
over, the time spent in acquiring the EMG data is less than half when using 10
repetitions instead of 25.

A standardization process, that scales each feature to have a mean μ of 0
and standard deviation σ of 1, was applied to the training set of 10 repetitions
per user. Each example (i.e. sequence) for training the LSTM was composed of
5 consecutive window observations.

The Stochastic Gradient Descend with Momentum SGDM was used to train
the network, using up to 60 epochs with the following parameters: initial learning
rate of 0.02, momentum of 0.35 and regularization factor of 0.001. Most of these
parameters were set by heuristics. In Fig. 3 is shown a summary of the proposed
Hand Gesture Recognition model.
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Preprocessing

Bag of
functions

Concatenation

ClassificationFeature
extraction

LSTMRectification
and filtering

Fig. 3. Modules of the proposed Hand Gesture Recognition model.

3 Evaluation and Results

The proposed model was tested over the remaining 60 volunteers. Classification
results are displayed in the confusion matrix (Table 1). For each class, 1500
targets were tested (25 repetitions per gesture times 60 volunteers). In the lower
right corner of this table, can be seen that the classification accuracy in average
for the proposed model is 95.79%. The highest and lowest sensitivities occur for
the gestures fist 97.67% and pinch 93.87%, respectively. This means that fist
had the largest number of repetitions correctly classified, whereas pinch had the
lowest. Regarding precision, the highest and lowest values occur for the gestures
fist 99.45% and wave out 97.72%, respectively. This means that when the gesture
fist was predicted, it was a correct prediction 99.45%; whereas, when wave out
was predicted, it was a correct prediction only the 97.72%. It is important to
consider that a large number of predictions were relax. The classification error
for each class is proportional to this value. For example, pinch was the gesture
that was most times confused as relax (77 repetitions).

A possible explanation for this behavior is that the model, in cases of con-
fusion, returns the relax as the default class. This error, although persistent
throughout all the classes, is minimal compared to the total number of repeti-
tions tested (216 out of 7500).

Following the evaluation procedure established in Subsect. 2.1, the alignment
of the vector of predictions was considered for obtaining the recognition results.
The recognition accuracy obtained is 88.1% with a standard deviation of 9.63%
between users. A histogram is presented in Fig. 4 with the percentage of volun-
teers and the range of their recognition accuracy. The leftmost bar reveals that
1.67% of the people for testing had a recognition accuracy between 50%–52.5%.
On the contrary, the rightmost bar reveals that around 15% of the people had an
accuracy higher than 97.5%. An accumulative line (red) was included, it shows
that less than 20% of the people had a recognition accuracy lower than 80%.
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Table 1. Confusion matrix of the proposed models

Targets Predictions count
% Accuracy
(Precision)

Wave in Wave out Fist Open Pinch

Wave in 1435 9 1 3 0 1448
99.1%

Wave out 10 1460 1 13 10 1494
97.72%

Fist 3 0 1465 2 2 1473
99.45%

Open 5 15 2 1416 3 1441
98.27%

Pinch 7 4 2 8 1408 1429
98.53%

Relax 40 12 29 58 77 216
0%

Targets count
% Accuracy
(Sensitivity)

1500
95.67%

1500
97.33%

1500
97.67%

1500
94.4%

1500
93.87%

7500
95.79%

Fig. 4. In blue, a histogram of Recognition Accuracy by User; in red, the accumulative
percentage of Recognition Accuracy.

Furthermore, it shows that around 50% of the people had an accuracy higher
than 90%.

4 Concluding Remarks and Future Work

In this work, a Hand Gesture Recognition model for electromyography EMG was
presented. This model used an LSTM network based on a filtered EMG signal
and a set of time-domain selected features. A dataset was collected using the Myo
Armband to evaluate this model. This dataset is formed by 120 volunteers that
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performed 260 repetitions of 5 gestures and the relax class. Real-time behavior
was simulated using the sliding window approach. Training the system with
10 repetitions per class had a 95.79% of classification accuracy and 88.1% of
recognition. The time responses of these tests allow us to claim that the model
is suitable to work in real time.

Even though the accuracy rates obtained in this work are similar to other
models proposed in the literature, an strict comparison can not be done. This is
because datasets are formed by different type and number of gestures. Besides
the procedure for testing is not always clearly specified. On this matter, this
paper proposed a novel methodology for evaluating the recognition accuracy.

The gap between the classification and the recognition accuracy (95.79% and
88.1%, respectively) of this model is around 7.7%. It is hypothesized that the
transitions between the relax state and the gesture may confuse the model, for
it predicts a class before having enough information.

The Hand Gesture Recognition model proposed in this work achieves high
classification rates, but it is user dependent. A user independent system has
the advantage of not needing to be trained by the user, but variations in the
armband’s location as well as physiological differences turns it to be a much
harder problem. Another issue with Hand Gesture Recognition models is the
number of gestures. Even though, the architecture of the model presented in
this work can include more gestures; it is a matter for future research. Larger
datasets and deep learning models may solve these problems.
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Abstract. The design and implementation of a solar charge controller for lead–
acid batteries is intended to supplement a component of the water purification
module of the water treatment unit for natural disaster relief. This unit contains a
solar panel system that supplies power to the module by charging batteries
through a controller comprising an Atmega 328 processor. The solar panel feeds
voltage to the batteries through fuzzy logic-based software, which allows up to 6
A DC to pass through the controller’s power circuit. Consequently, the battery
was charged in less time (an average of 7 h to reach maximum capacity),
wherein battery lifespan is related to the charge wave frequency. Thus, our
software may be adapted in different control algorithms without having to
change hardware.

Keywords: Fuzzy logic � Controller � Battery charger

1 Introduction

The extensive use of microprocessor technology [1] yields simple solutions to complex
problems through electronics, which allows both complex and moderately advanced
algorithms to be quickly and easily programmed into new environments, such as
MatLab. Thus, these algorithms may effectively contribute to solving problems from
other fields. This hardware–software combination emerges as an embedded system
used to address problems in multiple areas of technology, such as charging batteries
through solar panels.

Presently, two types of solar energy charging systems are used: the maximum
power point tracking that maximizes solar panel power output and the power width
modulation (PWM), which slowly lowers the amount of power supplied to batteries
when almost fully charged and is used herein. Feeding power to autonomous system
components such as water purifications systems for disaster relief requires a system
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designed to supply large voltage amounts. Therefore, the battery charging system
required must be arranged in two separate banks and powered using two different
charging systems, in which one system actually charges the battery and the other
supplies the necessary power to prevent halting of the water treatment system. Further,
this arrangement of two individual intelligent exchange systems is intended to provide
operating autonomy and safety to the autonomous water treatment unit. Moreover, the
charging system requires a controller to efficiently manage the energy from the battery
charging systems, which are usually solar panels. A solar charge controller is a device
that quickly and efficiently charges batteries using solar panel, thereby extending
battery lifespan and managing voltage consumption throughout the charging process.
Fast charging of batteries is important for providing sufficient energy to the water
treatment module regularly, thereby guaranteeing continuous water treatment opera-
tions 24 h a day. Conversely, the method used for charging lead–acid batteries such as
pulse charging may reduce charging times and increase battery lifespan [2].

This proposal focuses on building a custom battery charger based on the features
described above using electronic components available in the local market. This
development method includes the following advantages: an ad hoc design suitable for
outdoor operation in local weather conditions; easy access for the replacement of
electronic components such as the control board and power board, which are different
and independent herein; and the considerable reduction in importing costs for a finished
product with these characteristics. In fact, this development may considerably con-
tribute to the decrease in operating costs associated with off-grid rural electrification
recorded in Perú since 1993 [3].

In this paper, Sect. 1 provides background information, Sect. 2 presents a con-
ceptual framework for fuzzy logic, Sect. 3 describes the materials and methods used,
Sect. 4 details the design and development of the proposed controller, Sect. 5 denotes
our results, Sect. 6 discusses our conclusion, and finally, Sect. 7 suggests possible
future works.

2 Fuzzy Logic Controller

Herein, the Mamdani model is used. This system features the following components
(see Fig. 1).

2.1 The Fuzzifier

The value incoming from the voltage sensor [4] is converted to a language that can be
processed by the Atmega 328 processor. Further, the data converted into fuzzy values
will be processed by the Inference System. These fuzzy values correspond to the
universe of input variables.

2.2 The Fuzzy Inference System

This structure contains the different membership levels originated in the fuzzifier.
These are the values processed to create a fuzzy output.
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2.3 The Fuzzy Rule-Based System

It is a set of rules that constitute the system’s engine (see Fig. 2). These rules are based
on the information provided via daily work procedures used by the system operator.
Further, this procedure is interpreted using IF-THEN rules with a precedent and a
result.

2.4 The Defuzzifier

The output generated through the Inference System is a fuzzy output that cannot be
interpreted by the actuator of the system, indicating that the output must be converted
to an analog value to achieve an adequate response. This analog value is obtained
through the center of gravity for all possible answers, according to their membership
degree [5].

The program uses four membership functions [6] for the fuzzifier and defuzzifier,
which are trapezoidal [7]. The membership functions define the degree to which
physical values belong to terms in a set of linguistic variables. Membership functions
indicate the degree to which each element of a given universe belongs to that set. For
example, the function of belonging to the set S on a universe “Y” will be of the form:
µS: Y ! [0, 1], where µS (x) = t if t is the degree to which “Y” belongs to S.

3 Materials and Methods

The circuit was designed using the Eagle® software from Autodesk. The electronic
board was manufactured via a Roland CNC Milling Machine using a 0.3–mm-diameter
drill bit to carve circuit tracks in the ceramic board.

Fig. 2. Fuzzy control trapezoidal functions.

Fig. 1. Fuzzy logic system.
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Currently, the Atmega 328 processors support the creation of new electronic
devices, in which the power of the processor may generate quite interesting solutions
when coupled with an adequate software. The joint development of the power board
and electronic board, which host the control software, creates unparalleled capacities
for materializing the design of an electronic device.

Following the board development stage, our purpose is enclosing these electronics
in an optimized model. Further, our initial sketches and designs are poured through
electronic drawing tablets, which supplement the computers wherein the design soft-
ware is framed, to create the new shapes that will contain the electronic boards
designed in the previous stage. Eventually, these designs may be improved to craft
something tangible for the first time through 3D printing, such that these prototypes
closely resemble a final product. Hence, the Solidworks® software was used to design
the packaging of the electronics, and the model was printed in polylactic acid.

3.1 Power System

To develop this solar charge controller for lead–acid batteries, the circuit features two
protection systems: a fuse at the solar panel output and another at the battery input.
Moreover, the circuit includes an MBR 2545 Schottky Barrier Rectifier diode as
protection from reversal polarity. Additionally, the NTE 4941 diode is available as a
protection measure against input overloads. The circuit developed has three IRF9540
Power MOSFET gates. The first gate is operated by a button, which disconnects the
solar panels. The second gate drives the PWM signal [8], which charges the battery at
the frequency that has been previously hardcoded into the microprocessor. The third
gate can be used to disconnect the feeding load at the operator’s discretion. The circuit
also features a few free pins for connecting a set of additional sensors. For example, a
voltage or a current sensor can be connected for future analysis through a datalogger
(see Fig. 3–7) and 12–16 display the designed parts, along with their electronic
components.

Figure 3 shows the controller box, which has been designed in two sections to
facilitate assembly. In this box, we may observe the location where the power board
will be placed, as the inside area must also allow cables to pass through to the other

Fig. 3. Bottom view of the controller.
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boards. Figure 4 denotes the box where the controller is located, and it will be bolted to
the top section of the box.

Figure 5 shows the indicator cover, which houses the LED assembly, and the
buttons used to connect the panel and feeding load. Figure 6 shows the frame that
contains the LCD screen, which features 20 characters and 4 lines. This screen provides
information about solar panel voltage, whether the panel is currently connected or
disconnected and whether charging is enabled. Figure 7 shows the assembly modeled
in SolidWorks.

Before printing the assembly, the software may be used to verify whether the
controller will fit perfectly, as the proposal herein was to design a system that suits a
particular need. Therefore, calculations were made for a simple controller, which may
properly charge the battery pack, uses components locally available in the market and

Fig. 4. Top view of the controller.

Fig. 5. LED indicator cover.

Fig. 6. Upper mask of the controller.
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that does not consume more than 0.6 A. The initial works were not as successful
because the peripherals consumed considerable voltage; however, this problem was
solved using the processor described herein at 5 V. Further work may include devel-
oping new electronic boards containing 3.3 V processors for lower energy consump-
tion during operation. The power board was developed using the generic MOSFET
gates to quickly and easily replace them using conventional welding tools.

The optimization of the fuzzifier rules was performed by adjusting the values of the
fuzzy system coefficients in the fuzzicator rules, whose response is visualized through
the simulation in the MatLab® with the Surface Viewer tool. The Surface Viewer
generates the output surface of the diffuse inference, plotting the respective response
ranges as reference values (see Fig. 8a); In this way, with the use of the adjusted
coefficients, the graph showing the calculation of the error becomes more uniform (see
Fig. 8b) which translates to a more uniform loading behavior.

Subsequently, these new coefficients were transferred to the fuzzy logic library in
the comprehensive IDE-Atmega328 development environment.

4 Controller Design and Development

The design foundations addressed are based on the robustness of the power board, its
easy construction, the easy loading of the firmware and developed control program
because the whole system must be replicable at a low cost. The control rule base

Fig. 7. Assembly modeled in SolidWorks.

(a) (b)

Fig. 8. MatLab-surface viewer tool.
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comprises the error variable, which is given by the difference between the setpoint and
voltage of the battery. The aggregated error was not considered for the solution because
the processor slowed down during tests. Other points considered for the development
were the use of the free access “Embedded Fuzzy Logic” library, a processor widely
available in the local market, easy integration in the development board, and the
algorithm supporting the proposed rules.

The software programmed for this process was initially developed using the
MatLab® environment through the fuzzy logic library [9]. Once the coefficients were
identified through the simulation, these values were used in the fuzzy logic library of
the Atmega 328 processor (see Fig. 9) [10]. The calculated error is then transferred to
the four trapezoidal input functions of the fuzzy system [11].

Only four optimized rules [12] are used for this controller because the entire
program that controls peripherals demands excessive processing time and memory
consumption, thereby slowing down the operation [13]. The Table 1 shows the input
rules in the fuzzifier, the fuzzy rules base system, and the Defuzziler outputs rules.

The output is the pulse-width modulation (PWM) signal, which is the response
obtained through the membership rules [14] resulting from the calculation of the center
of gravity given by the mathematical expression (1) [15].

Fig. 9. MatLab values for the fuzzifier transferred to the fuzzy logic library of the processor.

Table 1. Control rules transferred to the fuzzy logic library of the processor.

Fuzzifier rules (Input) Fuzzy rule base system Defuzzifier rules (Outputs)

Left input If X then output Y, then ΔZ1 Left output
Middle left input If M then output N, then ΔZ2 Middle left output
Middle right input If L then output F, then DZ3 Middle right output
Right input If O then output P, then DZ4 Right output
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Z� ¼
PM

i¼1
�ZWi
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whereWi ¼ l Mið Þ ¼ min l1; l2. . .lkf g ð2Þ

In Eq. (1), Z* represents the locus of the gravity center for all the possible rules
involved in the solution, where M represents the number of fuzzy outputs. In Eq. (2),
the term lk represents the fuzzy value involved in the antecedent of the i-th rule, where
M represents the number of fuzzy outputs, with the corresponding W-weights for the
maximum values of the results involved.

In Fig. 10, the MatLab simulated and tested values [16] are transferred to the
microprocessor’s library, wherein the actual operation of the MatLab simulation is
verified.

Through these development tools, the programming can take less time, which
reduces the implementation hours required for a system developed in C++. The dif-
ference between the input voltage from the solar panel and battery voltage is the
parameter used as a reference for the algorithm. Therefore, the board design incor-
porated voltage dividers to determine the voltage values for the battery and solar panel.
Under low battery voltage conditions, the controller has supplied up to 6 A according
to laboratory tests. With battery voltage at its peak, the work cycle decreases, and the
system maintains battery voltage for the proposed setpoint.

4.1 Controller Implementation

The electronic boards are located inside the solar charger. One of them is the power
board comprising three power transistors. The first transistor allows the PWM to charge
the battery, the second transistor connects and disconnects the solar panel, and the third
transistor activates or deactivates the load (consumption). This power board is prepared
to support a workload of up to 8 A.

Fig. 10. MatLab values transferred to the fuzzy logic library of the processor.
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To manage the charging process for the lead–acid battery [17], an Atmega 328
microprocessor, where the control software is installed, is used. The voltage dividers
serve as voltage sensors so that the battery controller can perform the work as pro-
grammed. At first, the voltage starts charging the battery through the PWM control,
which allows the voltage to overcome the impedance of the battery. When the setpoint
is reached, the controller disconnects the voltage from the solar panel.

Figures 11 and 12 shows displays the control board using an Atmega328P-AU [18]
with a 16 MHz crystal, where two 22 pF ceramic capacitors are used via the resonator.
The software developed was installed on board with superficial mounted devices ele-
ments. Figure 13 denotes the prototype of a fully functional solar charge controller.
The LEDs in Fig. 14 indicate whether the battery is being charged, fully charged, or

Fig. 11. Power board.

Fig. 12. Control board.
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completely drained. This figure also shows two buttons: the left button disconnects the
solar panels and the right button deactivates the load that has been fed.

Fig. 13. Solar charge controller.

Fig. 14. Charging LED indicators.

Fig. 15. Ventilation system.
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Figure 15 displays the forced ventilation system, which is integrated into the
system so that MOSFETs may work at a lower temperature, thereby extending their
lifespan. The fan is powered at 12 V and is easy to replace and maintain. The system
uses lead–acid batteries, which are not ideal for photovoltaic systems because they are
not capable of supporting deep discharges. However, they are the most affordable and
easily available in rural areas. The solar charge controller designed accounts for the
inherent disadvantages of these batteries and adapts them based on their needs.

5 Results

Based on the tests performed during the two-month period in which the lead–acid
battery was fully charged and drained for 60 cycles, the following results were
obtained:

• The battery takes less time to fully charge than when using commercially available
chargers. An approximate average of 7 h is obtained against the 12–14 h, which
was recorded when using locally sold chargers.

• When the battery reaches its maximum charge, the system disconnects and stops
charging the battery, thereby preventing voltage overloads.

The charts below show the working states for the controller in different charging
regimes.

When the MOSFET generates the PWM signal [19], its temperature increases and
the forced air fan turns on.

Fig. 16. PWM signal when the battery is drained.
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The PWM is generated by the frequency that has been previously established in the
microprocessor. The time percentage in which the pulse is at peak level with respect to
the complete pulse period is known as the Duty Cycle, and it is expressed as a
percentage. For example, a Duty Cycle of 91% at a frequency of 61.05 Hz, corresponds
to a pulse of 16.40 ms, wherein maximum current is supplied for 14.91 ms before
cutting supply off at 1.49 ms (see Fig. 16). Herein, the processor has applied a cor-
respondence rule to operate at full load because the battery is below or equal to 10.5 V
(see Fig. 17)

Conversely, when the battery charge reaches approximately 80%, the Duty Cycle
changes to 70%, which means that the controller has applied another correspondence
rule to start charging the accumulator when it is at approximately 12.8 V (see Fig. 18).
The voltage supplied to the battery is controlled by the MOSFET, whose operation
depends on the orders from the microprocessor exerting the fuzzy control. The voltage
supplied continuously decreases as the battery is being charged. For example, if the
battery is reaching maximum charge, the current decreases to 0:5 A, while the control
algorithm disconnects the system and stops charging the battery. At this point, the

Fig. 17. Battery current.

Fig. 18. PWM signal, the battery is reaching its maximum charge.
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current and voltage from the panels is cut off, leaving the fan on so that the MOSFETs,
which are still at high temperature, may cool down.

The Duty Cycle or period fraction decreases as the battery is charged up to the
setpoint, where it cuts off the voltage supply, and the battery has been fully charged.

The data displayed in Table 2 correspond to a charging Duty Cycle, wherein the
lead–acid battery with a rated voltage of 12 V and a capacity of 53 Ah took approx-
imately 7 h to complete the charging process. About 60 charging and discharging
cycles were tested. The Fig. 19 shows the charging time versus the charging voltage.
The conventional charger takes up to 5 h longer to complete the same task. The top line
corresponds to the fuzzy logic system.

Table 2. Tests performed when charging a lead–acid battery. Controller behavior during a
typical full charging cycle.

Hour Duty cycle (%) Voltage (V) Current (A)

8:00 94.19 9.76 6.11
8:15 80.02 12.25 4.76
9:55 82.78 12.85 4.96
10:15 85.52 12.98 5.06
10:45 82.78 13.18 5.09
11:00 86.30 13.23 5.28
12:00 89.04 13.53 4.49
12:30 91.04 13.70 4.06
1:00 93.84 13.84 3.86
3:15 60.66 15.78 1.57

Fig. 19. Graphic comparison of Fuzzy charger (top line) and conventional charger (bottom line).
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6 Conclusions

The proposed system has charged a 53 Ah lead-acid battery in 7 h, allowing great
flexibility considering the hours of sunlight available in the area. This was done after
realizing that small changes in the fuzzifier rules cause significant changes in the
battery’s duty cycle, resulting in longer or shorter charging times. Additionally, in rural
areas with very low outdoor morning temperatures, changing the base of the fuzzifier
rules could be used to increase the temperature of the battery assuring a better charge
cycle. Due the fact that lead-acid batteries do not support deep discharges because it
decreases dramatically its useful life, the controller also prevents discharges from
falling below 10.5 V as a result of programming. It is worth mentioning that the
controller was manufactured using components readily available in the local market to
ensure that it can be replicated and repaired without trouble and with less expenses. The
robustness of the system was demonstrated after performing laboratory tests for
approximately four months without any difficulty.

7 Future Work

Using a single type of hardware for several types of algorithms allows the system
developed herein to be deemed as a benchmark (see Fig. 20). This system currently
uses three different control algorithms, external voltage sensors in the solar panel and
battery, and current sensors to determine the amperes consumed by the load. Addi-
tionally, temperature sensors are present in the solar panel and battery, which collect
data for future analysis.

Overall, the 16 sensors originate around 5500 data per day, which are transferred to
a PC through a 16 analog channel National Instruments board for subsequent analysis
of the algorithms contained in each load controller. This will help us to demonstrate the
efficiency of our algorithms through Deep Learning techniques, which will allow us to
find the best charging algorithm for the batteries. This test bank is valuable when
determining the most effective algorithm contained in the three controllers for charging
a lead–acid battery.

Fig. 20. Test bank using three solar panels and three controllers with different algorithms.
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This test bank includes controllers with three different algorithms for future battery
charging analyses. The first algorithm is the fuzzy logic algorithm, the second is an
adaptive PID, and the third uses logical and comparison operators.
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Abstract. Institutions of Higher Education of Ecuador for its intrinsic char-
acteristics remain to face adverse trends anthropic events such as work acci-
dents. Also, the location of the state in the Ring of Fire substantiates the
existence of natural hazards such as earthquakes and volcanic eruptions. The
management of these adverse events is done by precept, methods and resolu-
tions previously planned; generating the tendency to confront disasters when
managing identified risks is inadequate. The risks are directly influenced by the
product of threats and vulnerabilities. The threat is the possibility of occurrence
of an adverse event and vulnerability is a sensitive factor of a system exposed to
a threat that has low resilience. Threats can only be detected, but not removed
unlike the vulnerabilities, the threat detection and vulnerability reduction
decrease risks in order to avoid disasters. The Huachi, Querochaca and Inga-
hurco campus, belong to the Technical University of Ambato, do not have an
adequate system to inform the university community the need for evacuation to
the occurrence of adverse events (fires, volcanic eruptions), turning this into a
detected vulnerability. This project designed an electronic acoustic signaling
system integrating the three campuses through a communications system. The
purpose is to report immediately alert conditions for staff risk management
protocols run evacuation drills and preventive actions. The system monitors and
alerts locally or remotely, using a client-server architecture with Internet devices
of things and Web Application Server using WebSockets.

Keywords: WebSocket � Server � Client � LAMP � Warning system

1 Introduction

The present research is a contribution to early warning systems, creating an activation
scheme alerts through mobile devices. This system is an alternative action to an adverse
event report that a protocol allowing emergency activates the internal community of an
institution with high public turnout.

In this research, the current situation of emergency management at the Technical
University of Ambato was analyzed, observing, as a consequence, the need to design
an acoustic signaling system. An integration element of an alert system is carried out by
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a communication system enabling the remote monitoring and control of electronic
signaling devices from any internal area of the institution.

Section 2 of this article details the methodology used. the problem and the current
situation of the UTA is analyzed, the proposed solution is developed according to the
needs of the Technical University of Ambato and guidelines established by the
Ecuadorian Technical Standards NTE INE-ISO 7731: 2014 that determine the technical
parameters of the warning system. The software required for system operation Acti-
vation Alerts is developed determining the sound pressure level specular buildings
using the method of geometrical acoustics.

Section 3 of this article presents the results of performance testing of a prototype
implemented at the Faculty of Engineering and Industrial Electronics Technical at the
Technical University of Ambato.

Section 4 of the article contains the conclusions and recommendations of this
research project.

2 Methodology

2.1 Current Situation and Requirements

Management risk activities relate emergencies and threats at the Technical University
of Ambato are oriented to the recommendations of the Committee on Risk Manage-
ment Manual of Ecuador. The roles of responsibility are: the Risk Management
Committee and the Emergency Operations Committee CGR/COE united in one
organization, institutionally the COE-I. The CGR focuses on risk reduction as a per-
manent and global function, and COE in attention and response during emergencies or
disaster [1].

The COE-I of the UTA decides the priorities and actions to develop emergency and
disaster in college. It is the responsibility of the authorities and of the standing com-
mittees support (LOOPS), prioritizing the required for handling adverse situations The
highest authority of COE-I UTA is the principal, his function is being relieved to vice
chancellor if he is absence.

Resolution 1590-CU-P-2015 is a document that formalizes the existence of the Unit
for Risk Management, establishes that this Unit is responsible for the risks in the
Technical Area Health and Safety at Work and also in the Technical area External Risk
Management [2]. The structure of the Operations Committee Institutional Emergency
of the University Technical of Ambato (COE-I-ALU) is comprised of:

• Principal and Vice Chancellors who are the highest authorities and with the direct
assistance of the Risk Management Unit of the UTA (UGR-UTA), coordination and
decision-making for risk management of the university is carried out.

• The Emergency Operations Committee is the entity that governs the decisions,
priorities and actions to develop emergency and disaster in UTA.

• Loops are standing committees that will support risk management.
• Institutional Risk Management Units have technical delegates responsible for

buildings on each campus [2].
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Currently, the Risk Management Unit handles emergencies in an organized manner
in the administrative. In each faculty, there is a focal point that is primarily responsible
in making decisions, who should report the emergency situation to their superiors.
Following the recommendations documented by the insurance company
Axa/COPALTRIA, UGR-UTA is changing the structure of technical support to a
scheme organized by brigades as shown in Fig. 1.

The current system analysis alerts TAU performed in this investigation determined
that 59% of the departments and academic units has not implemented a signaling
system alerts, 18.2% has a hybrid signaling system and individual (acoustic light).
The remaining 22.8% have a speaker system and the Faculty of Science and Food
Engineering has implemented protocols involving the use of loudspeakers warning
cases [3].

Currently, the information and alerts are carried through communication. To
improve the current system and reduce the response time to the implementation of
security protocols in the Unit Risk Management of UTA a monitoring station is
implemented to inform their staff the location and type of activated alerts or detection
hazardous situations [3].

Technical University of Ambato in their Huachi, Ingahurco and Querochaca
campus requires the immediate implementation of a system of stimulating the senses
signaling, in order to inform the internal community the occurrence of adverse events
for the implementation of various emergency protocols.

The system requires a global design, to handle functions that enable the people of
the university to identify trigger alerts, notifying the Risk Management Unit location
and initial situation raised alert status. The main needs that the system must be designed
are:

Fig. 1. Diagram of technical support in emergency situations. UGR-diagram provided by UTA.
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• Establish a communication medium that allows sending warning signals from the
staff of the Risk Management Unit to the general population of the University.

• The general population requires immediate communication interface to notify the
occurrence of events identified as hazardous.

• Unit Risk management requires a monitoring room status alerts to activate and
review local situations alert, sectored or general.

• The signaling system should identify the status and origin of the alert using different
types of signals for protocols fire, evacuations and simulations.

Among the requirements established by the risk management unit it is determined to be
necessary to implement a signaling system alert status. Technical Standards for Pro-
tection NTP 889 provide that most concurrence public places must implement an alarm
system. For this project, it is used a sound and light system according to Ecuadorian
Technical Standard NTE INEN-ISO used: 7731: 2014 and UL 1638, respectively [4].

In the NTE INEN-ISO standard 7731: 2014 it states that the use of the light signals
is required in environments where the ambient noise signal exceeds 100 dB. The
literature investigated determines that the environments classrooms and offices the
sound pressure level is about 50 dB. In addition, implementation of the system using
sirens is cheaper and simpler compared to a light signaling system. Strobe lights
signaling involves installing at least one device per classroom, office or laboratory; not
so with acoustic signaling. The aforementioned background determines the best
technology for the signaling system alerts, it is the acoustics.

NTE INEN Technical Standard ISO 7731: 2014, “Ergonomics. Warning signs in
public places and workplaces. Acoustic Warning Signs” is an adaptation that sets the
technical parameters of the ISO 7731: 2003 standard for acoustic signaling conditions.
The signaling system of the UTA is based on the technical parameters of this policy,
detailed below:

• The sound pressure level of an acoustic signal alerts anywhere in the reception area
should be at least 65 dB and 118 dB not exceed.

• The acoustic warning signal must be overcome ambient noise sound by at least
15 dB. The ambient noise produced at the university is among the parameters
weighted noise classrooms and conversations (according to the literature 50–60 dB)
so, it is taken as reference 55 dB, having the minimum sound pressure level must be
70 dB.

• The acoustic signal must be maintained while the dangerous event and finalize the
issue persists should ensure the feasibility of reuse.

• The frequency of the acoustic warning signal must be situated in the range of 500 to
2500 Hz.

• Preferred are pulsating signals danger continuous in time, the frequency of pulse
repetition should be within 0.2 and 4 Hz.

• Wiring and installation of devices that are required in the activation system alerts
should be within the protection settings recommended by NEMA or IP [4]
equivalent.
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2.2 Acoustic Signal Broadcasting

Coverage warning signal at the Technical University of Ambato depends on the
propagation of acoustic emergency signal. The ideal location of the Sirens in each
building are the isotropic points thereof, determined by the centers of gravity of their
surfaces. The center of gravity of the buildings can be a place in space where there is no
physical evidence to install sirens in the given case, the location of the sound source
moves towards closer and with fewer obstacles surface.

The coverage analysis of the acoustic signal at the university is done by a study of
the sound pressure level specular the signal emitted by the siren in buildings, by
determining the amount required to meet the NTE INEN-ISO 7731 standards: 2014. In
requirements analysis determined that the minimum sound pressure level of the alert
signal in buildings, for purposes of equipment sizing, is 70 dB; establishing a slightly
higher margin and taking recommended as an ideal values exceeding this threshold.

The maximum coverage distance reaches a siren used is calculated by Eq. 1 [5, 6];
wherein the sound pressure level reference to a meter from the source is 112 dB and the
minimum required level is 70 dB. Solving equation r2 it is determined that the siren
delivers an adequate level of sound pressure at distances less than 125 m. SLP0

SLPf ¼ SLP0 � 20 logðr2
1
Þ ð1Þ

Where:

SLPf : It is the sound pressure level is calculated at a certain distance from the source
(r2).
SLP0: It is the sound pressure level to known reference distance measured from the
source (1 m).
r2: The distance from the source to the point of analysis. Substituting the data has:

70 ¼ 112� 20 log(
r2
1
Þ

r2 ¼ 102:1 ¼ 125:89m

The analysis of the sound pressure emitted by the sirens in buildings is performed using
the ray tracing method of geometrical acoustics, according to the following procedure:

• The isotropic point for the location of the siren the building calculating the
approximate center of gravity of their surfaces and shifting the location to the
nearest wall with fewer obstacles.

• Elemental radiation pattern is located in the planes to display the partial coverage of
the siren.

• The ray tracing method assumed that the energy is transported by a series of
particles follow a straight line from the source. The hard smooth surfaces reflect the
signal almost entirely [7, 8].

• A source image is placed in the symmetric plane to the sound source to determine
coverage of the reflected signal [9, 10].
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• Specular sound pressure of the reflected waves value is determined by Eq. 1,
assuming the distance r2 as the sum of the distance wave incident on the reflection
point with distance from the reflection point to the point of analysis (place within
the further from the siren) building.

• By the method of geometrical acoustics, an omnidirectional siren propagation is
assumed and the source image, determining whether the acoustic propagation gives
the building coverage or if required an additional siren [8, 10].

SLPf ¼ SLP0 � 20 logðr2
r1
Þ

The radiation pattern elemental analyzes the horizontal and vertical spread, considering
the directivity characteristics of the siren. The model selected siren has a coverage
angle of 110° on the horizontal axis and 60° on the vertical axis. The radiation pattern
is shown in Fig. 2, wherein by Eq. 1, limits sound pressure has to the ends of each
color is set [11, 12].

Autocad software in visual scheme is performed using elemental radiation pattern
to have a general idea of the spread and sound pressure level buildings UTA. The
proposed location scheme for sirens below, considering it as an ideal sound system area
within the blue and green areas and spherical projections, taking as an example the
building 24 of the Huachi campus where the Faculty of Engineering is located in
Electronics and Industrial Systems (FISEI).

In Fig. 3 the block 24 decomposed based on interleaved plants, the right side is
observed can be seen the entire building in central plants 2, 4, 6 are shown, and 8 while
the left plants 1 3, 5 and 7.

Fig. 2. Radiation pattern of the sound source. Blue 40 m, 80 m green, orange-brown 120 m,
dark pink 170.
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The proposal for the siren location is in the center of the building, which is the
isotropic point for the propagation of the acoustic signal. The building has a height of
12.6 m 6.3 m being its center to the ground, because at this point is not possible to
install the device location 50 cm moves upwards, the roof of the plant # 5 of 6.8 m
ground level in the center of the bleachers according to Fig. 4. From the spot rec-
ommended, the sound signal spreads to the classrooms and laboratories through
reflections on the walls of the corridors [13].

The analysis of sound pressure level is performed at the farthest point to the source
inside the building, using the method of acoustic geometric ray tracing. The linear
distance is taken from the source to the point of analysis, summing the distances
between the reflection points [9].

rt ¼ r1 þ r2 þ r3 ð2Þ

rT ¼ 6; 81mþ 12; 34mþ 9; 13m ¼ 28; 28m

The sound pressure level at the point of analysis is given by Eq. 1 [5, 9]. Knowing the
siren used has a SLP of 112 dB at 1 m source and the maximum distance of 28.28 m,
the sound pressure level at the point of analysis is 82,97 dB.

SLPf ¼ SLP0 � 20 logðr2r1Þ
SLPf ¼ 112� 20 logð28;281 Þ ¼ 82; 97 dB:

ð3Þ

Fig. 3. Architectural structure decomposed block 24 of the UTA.

Fig. 4. Dimensions for propagation analysis siren sound of FISEI.
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Radiation from the sound source and the source image block 23 shown in Fig. 5
wherein a side building coverage is observed. Areas without coverage, shown on the
right of the image would be voiced by the propagation of waves reflected by the aisles
[14].

2.3 Communications Network

The communications system implemented in the UTA Ethernet is very stable for
sending information alert system activation, this due to the heterogeneous character-
istics of backup power and data traffic produced by high amount of network connected
devices. However, local university network is high performance, so it is used as a
support network activation system alerts and for sending system data communications
between the three campus (main system), they are made VLANs on links existing fiber.

Wireless technology allows devices the system can move within the coverage area
and facilitates the addition of new devices to the network. Installing a system using
wireless technology is simpler compared to wired technologies. Because of these
reasons, the main communications system uses a communication based on wireless
technology, adapting better to the needs of risk management unit, where the terminal
devices of the system are mobilized without difficulty; giving the opportunity to the
university community to manipulate the alert mechanisms remotely.

WiFi supports a link for mobile devices (laptops, smartphones, tablets) and allows
access to the network suitable for application activation system alerts distances, also via
settings repeaters using configurations distributed wireless systems (WDS) is gives full
coverage to a particular area. This technology allows handling communication proto-
cols in the network layer (IP) transport (TCP) and application (HTTP). By using these
protocols it has a connection-oriented transmission, guaranteeing the sending of
information [15–20].

2.4 Activation System Alerts

The proposed system consists of four blocks: Control Unit Monitoring System,
Application Server and Communication System as shown in Fig. 6.

The Control Unit is a group of items and electronic devices, responsible for the
activation of the warning signs that are performed remotely. The unit is designed so
that installation can be performed at any accessible location of university buildings,
considering the NEMA 4 protection standards.

Fig. 5. PA area C block 24.
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Monitoring Unit is a terminal equipment via web clients allows the user to manage
access to perform actions on, off and monitoring of electronic signaling devices Control
Units, using as an intermediary communications system.

The web application server is a software that controls access and information
Activation System Alerts. The exchange of information between devices with Control
Units Monitoring System requires a communications system. (Designed Wi-Fi tech-
nology in the previous section).

Requests originating from users via web clients are identified by the application
server. If the request made is correct and authenticated, the needed information is
returned to the customers and they can require to Web servers, changing state of the
signaling devices.

The Control Unit continuously monitors the status of the signaling devices, when a
change occurs, the client of this unit updates the information on the Web Application
Server, the same informing the Monitoring Unit.

Activating devices and users Control Units exchange information according to the
procedures shown in Fig. 7 by means of requests and services. The processes are
divided into two groups: those performed by the server and executed in the Control
Unit.

The server used is the set of software LAMP (Linux, Apache, MySql and PHP)
installed on Centos 7. The software programmed into the server is the interface between
the user, monitoring devices (cell phones, computers) and Control Units. Users monitor
the status of the sirens via a website linked to a server Websockets.

Websockets server establishes a link with customers while the website remains
open. The link established allows the server to send information to customers when
events are detected scheduled to be heard on port 9000. Communication between
Control Units and LAMP-WebSocket server is performed by the client server archi-
tecture with HTTP POST requests using port 80.

Fig. 6. Diagram exchange of information between elements of Activation System Alerts.
Designed in Calligra Flow
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As shown in the illustration Alerts are triggered from the website control, the
system prompts the user to identify and through consultations in the database sending
requests to authorizing Control Units. Control Units act as clients and servers. In client
mode, the status information is updated in units database when a change is detected in
the sensors. Posteriorly an event is created on the server to send information to the
website of the connected clients.

Server mode of Control Units permanently serving external requests, analyzing the
information generated warning signals or turn off electronic signaling devices. The
outline of the overall system design Activation Alert UTA is shown in Fig. 8.

In the Huachi campus, Faculty of Accounting and Auditing is the main server of the
university, where a sub-domain is created to install the web Application Server. In each
area Huachi campus (ZA to ZD) and the Ingahurco and Querochaca campus you have a
backup server, which is operated to control the devices in their area, when commu-
nication is lost with the main server.

Backup servers, SR-ZX, 6 are installed on desktops, 4 Huachi (one area), one and
one Ingahurco Querochaca. The SR-ZA server is located on the Risk Management
Unit; SR-ZB at the Faculty of Accounting and Auditing; SR-ZC in the Faculty of
Management; Monitoring the room where General is located, so installing a smart TV
for control and monitoring Control Units recommended; and SR-ZD in the Department
of Languages. Ingahurco campus in the SR-ZI server is located in block 03 and the SR-
ZQ Querochaca is located in the building 01 Agricultural Sciences.

Fig. 7. Diagram activation system alerts the UTA.
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Computers backup servers are installed in the offices of the focal points. The
brigade can monitor and activate or deactivate acoustic signaling devices Control Units
across the University from these computers.

Generic university community connects wirelessly to the activation system alerts
via laptops and cell phones, taking the feasibility of enabling or disabling alerts.

In each building campuses must be installed Control Units according to the number
of required sirens to sound to form sectorized the university buildings, ensuring
complete signal coverage in academic units.

3 Results

Validation of the data was performed by measurements with Cesva sonometer model
SC102 under different conditions within the laboratory as shown in Fig. 9. With the
open door has a pressure level average sound of 83 dB, a maximum of 85 dB and a
minimum of 81 dB warning signal. The sound pressure levels attenuate approximately
10 dB when closing the door of the laboratory, however, the acoustic signal is more
than 10 dB the average level of ambient noise (50 dB), considered as suitable to the
design conditions.

Fig. 8. Measurements of sound pressure level realized in the FISEI-UTA.
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Performance tests activation devices were performed for 20 consecutive days with
200 random daily testing over time and sends packets using the ICMP protocol. In
Fig. 8, it is shown how the activation time, the return time, the maximum ping time and
packet loss statistics, are recorded.

In Fig. 9 a graph showing the average time of 200 requests daily shows. The
average activation time of an alert signal is 1.3 s and 2.4 s return.

The probability of failure of a request is shown in Fig. 10, 4000 of the requests
made 0.05% do not respond to the first request, but has immediate response to the
subsequent request without changing system parameters.

The percentage loss of ICMP packets from mobile devices made up a level greater
than −75 dBm signal is not more than 7%. The use connection-oriented causes the
percentage of failed requests is less than 0.1%, even under conditions of significant
losses ICMP packet protocols.

Fig. 9. Statistics peak times requests and ICMP packets.
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4 Conclusions

Understanding the coverage of the acoustic signal in university buildings it is devel-
oped by using acoustic methods geometric ray tracing and images. The ideal location of
mermaids are architectural spaces that form cavities and passageways that connect
classrooms and laboratories offices. The method of ray tracing used determines the
siren (112 dB at 1 m) must deliver a signal level appropriate to the spaces below
without obstacles 125 m away, considering the sum of lengths of reflection points.

Client server architecture Websockets software technology delivery system alert
enable the ability to reduce response time in sending alert requests. Supports activation
signals from mobile devices with an event-driven reducing packet traffic control net-
work programming. Compared to continuous traffic required in traditional architecture,
it is more efficient.

Performance tests determine that the sound pressure difference signal between the
calculated values and (82,9 dB) measured (81 to 85 dB) are in ranges of variation dB,
maintaining the signal within the acceptable threshold in acoustic signaling. The
average activation time of an alert sent from a mobile device to the siren is 1.3 s and the
return of the control unit to the monitoring interface 2.4 s with a margin of error in the
request customer less than 0.1% �2.

Acknowledgements. The authors thank the Technical University of Ambato and the “Dirección
de Investigación y Desarrollo” (DIDE) for their support in carrying out this research, in the
execution of the project “Plataforma Móvil Omnidireccional KUKA dotada de Inteligencia

Fig. 10. Statistical Alert activation errors.

196 S. Manzano et al.



www.manaraa.com

Artificial utilizando estrategias de Machine Learnig para Navegación Segura en Espacios no
Controlados”, project code: PFISEI27.

References

1. Secretaría Nacional de Gestión de Riesgos: Manual de Comité de Gestión de Riesgos. http://
reliefweb.int/sites/reliefweb.int/files/resources/Informe_completo_20.pdf. Accessed 21 Apr
2019

2. Universidad Técnica De Ambato, Consejo Universitario: Resolución: 1590-CU-P-2015.
http://redi.uta.edu.ec/jspui/handle/123456789/13711. Accessed 15 July 2019

3. Unidad De Gestión De Riesgos, Universidad Técnica De Ambato.: Manual de Normas de
Seguridad, Salud y Reducción de Riesgos en los Laboratorios y Áreas de Simulación. ISO
7731:2003 IDT, pp. 10–20 (2007)

4. Malaysian Standard MS ISO 7731:2007.: Ergonomics-Danger Signals for Public and Work
Areas-Auditory Danger Signals. ISO 7731:2003 IDT, pp. 4–7 (2007)

5. Martínez Franco, V.D., Ramírez Gómez, I., Rabadán Malda, M., Sánchez Sánchez, M.:
Diseño de Alerta Sonora para Alarma Sísmica de la Esime Zacatenco, Tesis de Ingeniería,
Instituto Politécnico Nacional, Esc. Sup. de Ingeniería Mecánica y Eléctrica, México D.F.
(2015). http://tesis.bnct.ipn.mx/handle/123456789/14076. Accessed 21 Apr 2019

6. Carrión Isbert, A.: Diseño Acústico de Espacios Arquitectónicos, 1st edn. Ediciones UPC,
Barcelona (1998)

7. Tippens, P.E.: Física Conceptos y Aplicaciones, 7th edn. Mc Graw Hill, Peru (2011)
8. Miyara, F.: Acústica y sistemas de sonido. Editorial de la Universidad Nacional de Rosario,

Argentina (1999)
9. Arau-Puchades, H.: La arquitectura del sonido en la geometría de los espacios. https://www.

arauacustica.com/files/publicaciones/pdf_esp_52.pdf. Accessed 21 Apr 2019
10. Ruiz, A.: Competencia digital y TICs en interpretación: «renovarse o morir». EDMETIC

8(1), 55–71 (2019)
11. Disaster Alert Device Systemand Method. https://patents.google.com/patent/

US20070296575A1/en. Accessed 23 Apr 2019
12. Aranda, J.E., Jimenez, A., Ibarrola, G., Alcantar, F., Aguilar, A., Inostroza, M., et al.: Anális

de la percepción del riesgo de terremotos en la zona metropolitana del valle de México.
http://tesis.bnct.ipn.mx/handle/123456789/14076. Accessed 23 Apr 2019

13. Yao, Y., Glisic, B.: Detection of steel fatigue cracks with strain sensing sheets based on large
area electronics. Sensors 15(4), 8088–8108 (2015)

14. Kumagai, H., Sakurauchi, H., Koitabashi, S., Uchiyama, T., Sasaki, S., Noda, K., et al.:
Development of resilient information and communications technology for relief against
natural disasters. J. Disaster Res. 14(2), 348–362 (2019)

15. Nemoto, Y., Hamaguchi, K.: Resilient ICT research based on lessons learned from the Great
East Japan Earthquake. IEEE Commun. Mag. 52(3), 38–43 (2014)

16. Kotabe, S., Komukai, T., Shimizu, Y., Tohjo, H.: Disaster resilience using movable and
deployable ICT resource unit (MDRU), IEICE, J100-C(3), pp. 141–148 (2017)

17. Nishiyama, H., Suto, K., Kuribayashi, H.: Cyber Physical systems for intelligent disaster
response networks: conceptual proposal and field experiment. IEEE Netw. 31(4), 120–128
(2017)

18. Peng, L., Toshiaki, M., Kun, W., Song, G., Weihua, Z.: Vehicle-assist resilient information
and network system for disaster management. IEEE Trans. Emerging Top. Comput. 5(3),
438–448 (2017)

Enabling Electronic System for Emergency Alerts 197

http://reliefweb.int/sites/reliefweb.int/files/resources/Informe_completo_20.pdf
http://reliefweb.int/sites/reliefweb.int/files/resources/Informe_completo_20.pdf
http://redi.uta.edu.ec/jspui/handle/123456789/13711
http://tesis.bnct.ipn.mx/handle/123456789/14076
https://www.arauacustica.com/files/publicaciones/pdf_esp_52.pdf
https://www.arauacustica.com/files/publicaciones/pdf_esp_52.pdf
https://patents.google.com/patent/US20070296575A1/en
https://patents.google.com/patent/US20070296575A1/en
http://tesis.bnct.ipn.mx/handle/123456789/14076


www.manaraa.com

19. Shimizu, Y., Suzuki, Y., Sasazawa, R., Kawamoto, Y., Nishiyama, H., Kato, A., et al.:
Development of movable and deployable ICT resource unit (MDRU) and its overseas
activities. J. Disaster Res. 14(2), 363–374 (2019)

20. Barti, R.: Acústica Medioambiental, vol. I. Editorial Club Universitario, Alicante (2013)

198 S. Manzano et al.



www.manaraa.com

Evaluation of Internet of Things Protocols
for Shopfloor Communication Integration

Carlos S. Leon1, David I. Ilvis1, Edison G. Remache1, Williams R. Villalba2 ,
Carlos A. Garcia1 , and Marcelo V. Garcia1,3(B)

1 Universidad Tecnica de Ambato, UTA, 180103 Ambato, Ecuador
{cleon9397,dilvis9234,eremache9607,ca.garcia,mv.garcia}@uta.edu.ec
2 Escuela Politecnica del Chimborazo, ESPOCH, 60155 Riobamba, Ecuador

wvillalba5@hotmail.com
3 University of Basque Country, UPV/EHU, 48013 Bilbao, Spain

mgarcia294@ehu.eus

Abstract. The productivity and revenue of a company depend clearly
on the correct corporate decision making and the management of pro-
ductive data. Since most industries want speed and impact in their sys-
tems, the implementation of an IoT network manages to connect both
field-mounted devices and sensors, as well as automated devices such
as robots, which provides a considerable advantage within the planning.
In this paper, two conventional IoT communication protocols are com-
pared, such as the AMQP and CoAP, both within an automated system,
making use of low-cost devices such as RaspBerry cards. The results
obtained show that the CoAP protocol is designed to be so small that
it fits inside a microcontroller, however, it does not provide satisfactory
communication speed, but it can be fully applied in cyber-physical envi-
ronments, in another aspect the AMQP protocol is more complex, there
is no official support and you need bigger installation packages; but it
provides a higher communication speed. In the present paper, analyze
these behaviors and other questions with respect to both IoT protocols,
how and why they should be implemented in an automated system.

Keywords: AMQP · CoAP · Industrial Internet of Things (IIoT) ·
Low-cost automation

1 Introduction

The current industrial business focuses on issues such as decision-making pro-
cesses and the management of process data vital characteristics for a company
to improve productivity and financial income. Factories today decide to invest
in automated systems to perform operations autonomously to achieve ideal pro-
duction quality levels [9,12].

The relationship between the IoT and computer technologies in the cloud
allow effective decision making to improve the productive capacity of a factory.
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This improvement in the industry is called the fourth industrial revolution or
Industry 4.0, which brings new capabilities in the environment [2–5].

In this paper, It is evaluated and compared the use of two conventional com-
munication protocols of IoT, AMQP, and CoAP, within an automated system.
The main characteristics of this system are the requirement of real-time data
transmission between the devices, as well as a diverse number of messages, due
to the fact that the system consists of a sensor that partially sends the signal to
activate the operation of the robotic manipulator arm (Scorbot). It should be
noted that there is no intention of establishing which protocol is better than the
other because the ideal protocol depends on the type of automation application
being carried out. The aim is to capture the behavior of both protocols in the
same automation environment.

This document is organized as follows: In Sect. 2 is analyzed related works
where the performance of the AMQP and CoAP protocols is evaluated and their
contributions to research are highlighted. It describes the environment and the
different work devices that are used in the implementation of both protocols.
Section 3 shows the state of the art in the work, as well as the automation
environment in which the protocols will be used. In Sect. 4, the case study and
the automation environment in which the work is developed are presented. In
Sect. 5 the results obtained from the research are discussed. Finally, in Sect. 6
conclusions of the project are established.

2 Related Work

In the following investigations and works carried out with the communication
protocol CoAP and AMQP, the usefulness and versatility provided by these
protocols are analyzed, as well as the applications and uses that have been
developed by them.

The research developed by Alvear [1] relates the IoT technology with artificial
vision concepts in which it is intended to obtain data in real-time and at the
same time remotely, which will be stored in databases. The authors denote that
the collected data will be used to carry out statistical and probability studies in
certain areas based on the activities or characteristics of people in environments
or environments where the application of electronic systems is possible, either
to improve processes or identify weak points them. This whole process started
with the analysis of image processing and the capture of videos to be used in an
algorithm focused on IOT, for this reason the authors address the application of
the CoAP protocol, because it is a specialized protocol for data transfer to be
able to directly relate to HTTP and at the same time integrate into the Web.

In the study conducted by Naik [17] a comparison of IoT protocols is made,
with communication standardization as a priority and, as an important factor,
real-time transmission and transfer of data that are important aspects in IoT
applications. The author mentions that the choice of a standard communication
protocol that is also effective is a work that deserves considerable study because
of the nature of the system to be implemented as well as the communication
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requirements that must be generated. The scientific article mentions an evalua-
tion of communication protocols such as CoAP and AMQP used in IoT systems,
to identify their strengths and limitations.

On the one hand, the author mentions that the communication systems that
use the AMQP protocol are binary systems that generally use 8-byte headers
with small or small messages, in addition that this protocol uses TCP as the
default transport protocol and TLS/SSL and SASL for security. Similarly, the
author mentions characteristics of the CoAP protocol that, unlike AMQP, uses
fixed 4-byte headers with small messages and uses UDP as the transport protocol
and DTLS for its security. An important point that the author considers is
that these messaging protocols with the passage of time have been evolving
according to the processes or needs that must cover, so it could be considered,
devices, resources and the specific applications of IoT in which they will be
employees [17].

A comparison made by the author refers to M2M/IoT compared to stan-
dardization, speaking of AMQP this study is successful worldwide and adopted
the international standard ISO/IEC 19464: 2014 is currently used in projects of
great importance as Nebula Cloud Computing from NASA and Indias Aadhar
Project, however CoAP has not been left behind and in recent years has gained
momentum and has been employed by large companies such as Cisco, Contiki,
Erika and IoTivity in addition to having a specialized IETF standard to inte-
grate IoT and the Web thanks to Eclipse Foundation. And when talking about
security, AMQP presents a high level of security while CoAP uses DTLS and
Ipsec useful tools for integrity, authentication and encryption [5].

Fernades [16] mentions that there are certain problems when talking about
services or communications because a lot of data is commonly sent to databases
and the agglomeration of data can affect the performance of the systems signif-
icantly; AMQP is a protocol that appears to address this problem and solve it.
The study that the authors propose is the analysis of message exchange in a cer-
tain time, observing that when there is a high volume of message exchange the
most favorable results are generated by AMQP because it can be connected with
different applications and different platforms. In this analysis we use the AMQP
protocol and the storage of data in a relational database created in MySQL, the
exchange of data between clients and servers determined that when exchanging
data in bulk the number of messages that can be sent per second it reduces with
what causes a high consumption of resources and as a solution to this problem
the AMQP is used.

In the scientific article carried out by Urkia [14] reference is made to the fact
that in the last few years on the internet of things it has been developing with the
incorporation of communication protocols. The authors mention that the CoAP
protocol stands out from the rest of the existing protocols. The study was imple-
mented with the use of Raspberry Pi as an industry platform 4.0. In this work
we find characteristics and behaviors that use CoAP, the analysis focuses on lib-
CoAP, smcp, microCoAP, FreeCoAP, Californium, node-CoAP and CoAPthon
and determined that they are interoperable, when talking about performance
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they detail that when implemented in C coding you have good results including
the SMCP and libCoAP libraries are the fastest what does not happen with
FreeCoAP and microCoAP who are at a low level. Regarding the speed of the
clients, the authors recommend the use of the CoAPthon (Python), h5.CoAP
and node-CoAP (Node.js), Califor-nium (Java), node-CoAP (Node.js) languages
for the transmission of data after having carried out the study.

Talaminos [19] mentioned that there are very few studies focused on IoT and
communication protocols, however, their study shows the benefits of CoAP talk-
ing about factors such as response time compared to other protocols and energy
consumption as well as latency and performance. To mention this benefits the
authors experiment in M2M test banks comparing CoAP and HTTP estimating
the bandwidth consumed and the response time.

As mentioned previously there are studies that to compared protocols IoT
and certain characteristics presented by these protocols, varying according to
the application or analysis that have been focused, is why the aim of this work
is a comparison between CoAP and AMQP protocol as a way to help when
making IoT systems and adopt the most appropriate protocol according to the
requirements they must fulfill.

3 State of Art

3.1 Internet of Things

The IoT is based on three main foundations related to the capacity of objects
that must have communication capabilities, computational capacity and may
have interaction capacity [13,20]. It is called communication capacity because
the IoT objects must have a minimum set of communication capacity. What
we mean by this is not only a channel of communication, but also everything
related to it, in order to make an efficient communication, such as an address,
identifier and name. The objects can have all these characteristics or some of
them [20]. The objects must have a basic or complex computational capacity
to process data and network configurations. For example, receiving commands
on the communications channel, administering network tasks, saving the status
of a sensor, activating an effect, receiving signals and managing and controlling
data.

IoT technology can have an interaction capacity in terms of detection and
activation. This can be done either by sensors and/or actuators. Sensors are
those that detect the real world environment (for example, light, humidity, tem-
perature, movement, voice, etc.). The effectors are those that change or affect the
real world as, switches that allow you to activate or activate/deactivate anything
that can change the real word like engines, beepers, cameras, etc [3].

3.2 CoAP (Restricted Application Protocol)

The CoAP communication protocol is used to communicate simple and inexpen-
sive electronic devices such as PLC’S, RaspBerry and low power sensors. This
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Fig. 1. CoAP architecture

protocol is a derivation of the HTTP protocol, but it is added several require-
ments such as multicast, overhead and simplicity, which are very important for
the Internet of Things (IoT), reason why the protocol is applicable to develop
the connectivity of intelligent objects using the Internet [4,12]. See Fig. 1.

It is a specialized protocol for the use of limited and limited low power wireless
nodes that can communicate interactively through the internet, its client/server
interaction model is similar to that of HTTP with the difference that CoAP
performs these interactions (exchanges of messages) asynchronously by means
of the UDP transport protocol [5].

3.3 AMQP (Advanced Message Queue Protocol)

The Advanced Message Queuing Protocol is also a publication/subscription pro-
tocol based on a reliable message queue. It has been commonly used in the
financial sector. This community uses services such as commerce and banking
systems that often require extremely high levels of performance, scalability, reli-
ability and manageability [18]. AMQP uses TCP as its main transport protocol
for the exchange of messages. Application level messages have a header to route
them to the respective queue (See Fig. 2). The AMQP architecture is composed
of two main components: Queues and Exchanges [19].

Queues represent the main concept of AMQP. All messages end in a queue
that stores them before forwarding them to recipients. These queues can be
organized by service levels with respect to implementation performance charac-
teristics such as latency and availability [20].

3.4 RabbitMQ Broker

Both AMQP and MQTT are communication protocols based on intermediaries.
As discussed in Sect. 2, they contain a central entity, called an agent, in charge
of managing peer-to-peer communication in the network. In this work, we use
RabbitMQ, a popular open source message agent. RabbitMQ is an Erlang based
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Fig. 2. Architecture AMQP

technology that allows asynchronous communication between devices. Initially,
it was developed to implement AMQP and then to support MQTT [12].

The exchanges distribute the messages to the respective queues according to
the predefined rules. As a new message arrives at the intermediary, the exchange
evaluates the message and stores it in a queue, ready to be forwarded. Figure 2
represents the main messaging process in an environment based on AMQP. First,
editors who want to send messages to potential subscribers, send them to a
broker. The intermediary has exchanges and queues. As mentioned above, the
exchanges receive the messages and forward them to the respective queues. In
turn, the queues send these messages to the clients that previously subscribed
to the given queue [11].

3.5 Raspberry Pi 3

It is a low cost hardware platform that includes all the elements offered by a com-
puter. Nowadays it has acquired great importance in the market due to its diver-
sity of options for projects in computer networks, electronic circuits, robotics,
domotics, security, programming, among other technological areas. Even some
authors like Saari et al. [10] have used the Raspberry Pi as a solution for the
Internet of Things (IoT).

The most current model of Raspberry Pi 3 is B, which has a storage unit
with MicroSD Card Slot and is equipped with 35000 packages and pre-compiled
programs in a format that facilitates installation. In addition, despite being
adapted to the perfection of the board, it is not an operating system affiliated
with the Raspberry Pi foundation, since it was created by a small team dedicated
to developers, so it allows the installation of a great variety of operating systems,
including Noobs, Ubuntu MATE and Windows, although the most commonly
used is Raspbian based on Debian, with online support to update it [7,8,15].
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4 Case Study

This paper develops a communication of two PLCs Siemens S7-1200 used for the
mobility of a Robotic Arm and a Conveyor Belt for its manipulation. And carry
out the palletizing process. This communication allows the interaction between
the PLCs through the use of IoT and visualizes in a web address the changes of
the states of the inputs and outputs of the PLC’s to monitor the operation of
the system from a remote area without the need of programming.

The proposed process is integrated by actuator elements such as Robotic
Manipulator Arm and a Conveyor Belt managed by S7-1200 PLC communi-
cated through the use of conventional IoT, like CoAP and AMQP protocols.
The communication of all the components is given with a data transmission
speed of 10 Mbps to have a minimum error rate in the communication, man-
aging the processes in real time and monitoring the active or inactive state of
devices connected to the environment. Figure 3 presents the structure of the
communication made. Arm Manipulator performs palletizing long as it starts to
move the conveyor belt that is when there are objects on it, this communication
machine machine (M2M) is achieved by means of IoT that links the two Rasp-
berry Pi 3 and exchange data with each employee protocols CoAP or AMQP
for its communication achieving the synchronization of the movements of the
actuator devices.

The development of the proposed system covers a simple structure. In order
for the CoAP library to communicate with other devices, it is necessary for its
information to be centralized in one device, in this case in one of the RaspBerry
Pi 3 that acts as a server accepting registration requests. This microcomputer
also acts as a client exchanging data from the PLC1, to the other RaspBerry Pi
3 that acts only as a client to publish the PLC2 states, as well as to modify them
if there are changes in the PLC1. Through the implementation and application
of conventional IoT protocols such as CoAP and AMQP.

Fig. 3. Case study Hardware Architecture Platform
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4.1 SNAP 7 Implementation

Applying the Snap 7 (C++) library, it is intended to obtain data from the
S7-1200 PLCs through the reading of the internal databases of the PLC using
the Raspberry Pi 3. This library uses the Communication interface. S7 Siemens
Ethernet for reading and writing PLC data (inputs, outputs, memories, timers,
counters) and has three independent components: client, server and partner.
Next, the definition of the Snap 7 client is represented for the CoAP client for
data transmission. See Listing 1.1.

1 Client= new TS7Client ();

2 Client ->SetAsCallback(CliCompletion ,NULL);

3 signal(SIGINT , intHandler);

4 if (CliConnect ())

5 {

6 byte DI[1] = {0 b00000000 };

7 int datodb = Client ->EBWrite(0, 1, &DI);

8 int datowa = Client ->WriteArea (0x82 ,1,0,1,0x02 ,&DI)

9 }

Listing 1.1. Snap 7 library execution for data transfer

The advantages of using the Snap7 library are many, because it is written
in C++, reading data from Ethernet compatible PLCs, as long as the requests
to Ethernet are not restricted. In the work done, the data is written and read
through bytes, but you can use variables of type: Word, Double Word and Real
used extensively in the programming of the Siemens language [6].

The reading in the program is done through a byte vector, within the Mul-
tiRead function, which is obtained with the ReadMultiVars method.

The use of this library is possible when it is identified that the PLC is acting,
ie PLC1 or PLC2, and the IP address of each of the PLCs is specified. When
configuring and setting these parameters, the program monitors the I0.x and
Q0.x outputs of each of the S7-1200 PLCs and, upon detecting changes in the
conformation of the received byte, sends it through the Client. The data writing
in the output is achieved through the WriteArea command with the byte formed
to activate the output as shows in Listing 1.2.

1 if (findtrue !=std:: string ::npos || findfalse !=std::

string::npos){

2 if (findtrue !=std:: string ::npos ){

3 byte DI = 0b10000;

4 Client ->WriteArea (0x81 ,1,0,1,0x02 ,&DI);

5 Client ->WriteArea (0x82 ,1,0,1,0x02 ,&DI);

6 }

7 }

Listing 1.2. Writing data in PLC
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4.2 CoAP Protocol Implementation

The libCoAP library was used to communicate through the IoT to the Raspberry
Server, while Snap7 is used to obtain the PLC data and change the states of the
output through the manipulation of the databases.

When programming within the free Linux software, the library libCoAP (C)
Librarian used to communicate by Iot to the Raspberry Pi Server is used, but
since it is too extensive, it is used of the programming algorithm described below.
When the client is initialized, to call CoAP-client within the program, GET or
PUT actions can be performed, in this case a get is used to obtain information
of states of the connected PLCs, later the IP address of the server is entered,
then port 5683 is entered and finally the address to PLC1 or PLC 2. To execute
the CoAP program that has already been carried out, the string code output
= exec (cstr) is typed. With the line of code executed the data transmission is
initialized. See Fig. 4.

Fig. 4. Server data transfer

When a request arrives at a resource from the client, the module of the server
Server.on takes care of it according to what type of information requirement
is, for example, the GET method receives information of the I0.5 input of the
selected device, while the PUT method writes the value of each input and output
of the PLC in which it is being executed. See Fig. 5.

4.3 AMQP Implementation

For this communication, rabbitmq was used, which is a message broker for
AMQP, simple amqpclient to define the Client for AMQP and the C++ library
ampqlib which is a Javascript library for subscribing AMQP messages. The List-
ing 1.3 shows the import of simple AMQP libraries.
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Fig. 5. Sending data from the server to different clients

1 #include <SimpleAmqpClient/SimpleAmqpClient.h>

2 #include <chrono >

3

4 AmqpClient :: Channel :: ptr_t connection;

5

6 Address=argv [1];

7 Rack=atoi(argv [2]);

8 Slot=atoi(argv [3]);

9 ipservidor = argv [4];

10 plc = argv [5];

11 samples = atoi(argv [6]);

12 connection = AmqpClient :: Channel :: Create(ipserver ,5672, "uta",

"industrial");

13 connection ->DeclareQueue(plc , false , false , false , false);

Listing 1.3. Creation AMQP

5 Discussion of Results

In the present study, different tests have been performed to compare both pro-
tocols and define in which situations they behave better. The first test is about
the execution time introducing different bandwidths (5, 2.5, 1 Mbit), latencies
(0, 5, 10 ms) and lost packet rates (0, 2.5 Y5)%, it should be noted that the
tests were measured in seconds. Fig. 6(a) shows a uniform behavior over time,
with a variation between tests no greater than 7% the time.

As the main reason to be implemented the CoAP protocol is to run on
hardware and minimal infrastructure, the execution time is clearly greater than
AMQP due to the implementation problems required by this library. In the case
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Fig. 6. Comparison of AMQ and CoAP protocols. (a) CoAP Protocol execution time.
(b) Execution time AMQP protocol. (c) Execution time per bandwidth. (d) Average
execution times

of the AMQP protocol, the speed of execution is unparalleled, with an average
of 0.09s being much faster than CoAP, under normal conditions the protocol is
optimal. The problem arises when the network conditions are less favorable, it
shows a 17% variability with respect to the average. See Fig. 6(b).
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Regarding the execution time, it can be noted that the AMQP protocol
significantly exceeds the CoAP protocol with an average of 0.09 s under normal
conditions, given the implementation problems required by the CoAP library.
See Fig. 6(c).

Regarding the variability presented by the protocols, it can be noted that the
CoAP protocol being restricted remains constant over time (variability of 1%),
while AMQP suffers when the network conditions are not optimal (variability
up to 30%). Figure 6(d) shows that AMQP is superior to CoAP.

In the 200 samples that were taken from the Scorbot Robot, it demonstrates
a speed of 380% with respect to the process by CoAP. Throughput performance
graphs, are done in a controlled and noise-free environment, have similar char-
acteristics, so if an industrial user wants to get a successful transfer of packets,
both protocols fulfill their purpose. As can see in Fig. 7, AMQP-based archi-
tecture produced lower latency. MQTT messages had experienced lower delays

Fig. 7. AMQ and CoAP protocols performance. (a) CoAP protocol performance. (b)
AMQP protocol performance.
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than CoAP for lower packet loss and higher delays than CoAP for higher packet
loss. The comparison of these two protocols shown that the average CoAP was
more than 20% shorter than AMQP. Regarding the latency, AMQP latencies
were measured in the order of milliseconds, and CoAP latencies as low as hun-
dreds of microseconds. However, it is important to notice that in the cases of
less reliable networks, AMQP’s underlying TCP protocol will be an important
advantage and the results would be different.

AMQP and CoAP have been analyzed using the common instruction opera-
tions of the Scorbot Robot in terms of bandwidth consumption that was mea-
sured as total data transferred per message. In the cases where message size is
small as in this study case, and independently of the increase of packet loss rate,
CoAP consumed less bandwidth than AMQP. CoAP based in Fig. 7 showed a
comparably lower bandwidth consumption that did not increase with increased
network packet loss or increased network latency, unlike AMQP where band-
width consumption increased.

The power/energy consumption is essential in every IoT based system, and
the choice of protocols affects the same. Analyzing average energy consumed by
AMQP and CoAP for a Scorbot Robot with experimental results showing that
CoAP is more efficient in terms of energy, though both of them proved to be
efficient. Due to the lack of compatibility, AMQP would not be compatible with
small devices. In contrast, AMQP has reception feedback, so if it is implemented
in the code, the rate of lost packets is zero in critical processes.

6 Conclusion and Future Work

In the present work presents a study in order to make a comparison between
two IoT communication protocols; AMQP and CoAP, due to the constant rev-
olution in the industry and the implementation of Process Automation, where
the Industrial Internet of Things (IoT) has been inserted as part of Industry 4.0,
its development is on track.

In this way, the authors have developed research with the purpose of com-
paring both protocols and to give a verdict of which one is the most convenient
in different types of scenarios, measuring the total time of the process (TPT) in
the same conditions and for each protocol, for the analysis of AMQP the data
is stored in MySQL, we have found that AMQP was faster than CoAP with an
average of 0.09s in normal conditions, however CoAP does not stay behind, since
it does not require a broker and in the analysis of the variation in bandwidth,
being a restricted protocol, it remains constant over time, for the case of AMQP,
it presents variation is when the network conditions are not optimal.

When implementing the two protocols for the application of the palletizing
of the Scorbot Er-4u Manipulator Arm, it was noted that AMQP is superior to
the CoAP protocol in the 200 samples taken, showing a 380% higher benefit.
However, each IoT protocol has its own characteristics, so each one of them in
different scenarios can be of vital importance in terms of communication and in
different cases, the CoAP protocol would be the best option.
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As a future work, we have proposed to implement as an application the
analysis of the FESTO parts sorting station with IoT protocols, since it makes
use of sensors and actuators allowing us to change the environment and open
ourselves to the field of pneumatic together with the PLCs and the mechanics.
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Abstract. The electromyography signals (EMG) analysis in the field of
robotics has had a great impact due to its application in prosthesis and system
control using electrical signals resulting from the action of muscles associated
with different parts of the human body. In this article, an embedded system of
hand gesture recognition based on EMG signals measured in the forearm is
implemented. The EMG signals are acquired through the Myo Armband sensor
and processed with a 32-bit STM microcontroller. The signals are classified with
the Naïve Bayes algorithm (NB) and by recognizing an established pattern (open
or closed), the system sends control signals to a robotic hand to replicate the
movement. As main contribution, a comparative analysis of the performance of
the embedded system is presented based on: number of samples (analysis
windows), acquisition and processing times, as well as the macro and micro-
evaluation of multiclass metrics (Accuracy, Precision, Recall and F-Score) for
the recognition of movements.

Keywords: Myo Armband � Naïve Bayes � Embedded system � 32-bits
microcontroller

1 Introduction

Electromyography signals (EMG) are the electrical activities generated by the muscles
when they relax or contract. Through these signals, it is possible to develop applica-
tions in fields like robotics, medicine, home automation, among others [1]. The real
time analysis of the different EMG signals in order to identify hand gesture recognition
becomes a challenge depending of the number of signals to be processed and the
gestures to be identified. Several works have been developed in order to study the hand
gesture recognition, however, in most of the cases the data processing and recognition
algorithms are implemented on computers. The develop of embedded systems with
reduced size, low energy consumption, low cost and portable capability becomes an
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important field study because of its hardware limitations compared with traditional
computers systems or even the use of single board computer devices.

The present study is focused on the development of an embedded system, using a
32-bit microcontroller, that executes the classification algorithm Naïve Bayes for the
process of identifying two hand movements (open and closed) based on EMG signals
provided by a Myo Armband sensor located on the forearm. The main objective is to
analyze the behavior of the system in terms of processing time and performance
through macro and micro evaluation metrics (Accuracy, Precision, Recall and F-Score).
The features used for the analysis are the Mean Absolute Value (MAV), Root Mean
Square (RMS), Standard Deviation (STD) and Variance (VAR) based on the previous
study carried out in [2]. In addition, an analysis of the system behavior is performed
based on the number of samples for the identification process. For this, tests are run
with different time windows which have 30, 50, 70, 90, 100 and 125 samples in real
time.

2 Background Literature

At the beginning, the EMG signals were used in neuroscience to diagnose neuro-
muscular diseases or disorders by electromyographic exams [3]. In psychiatry, through
neural networks and EMG signals it is possible to establish the state of mind of a
patient by the expression in his face [4]. On the other hand, in fields like obstetrics,
electrohysterography (EHG) signals that are signals EMG produced by the uterine
walls, allow through the application of classifiers to identify normal pulses of preg-
nancy or labor contractions [5]. In works such as [6], these signals are used in the
muscles of the leg in order to study the evolution and to establish quantitative
biomarkers for Parkinson’s disease.

The analysis of EMG signals has been used in people who have suffered cere-
brovascular accidents, developing games that require precise movements of the hand in
order to rehabilitate the mobility [7]. In the same way, rehabilitation systems based on
EMG measurement have been designed for upper limbs though the application of
serious games [8].

On the other hand, the interaction of systems and people through EMG signals
allows developing applications in the field of robotics [9, 10], teleoperation [11],
musical interaction [12], or even prototypes development that include EMG and IMU
signals for interaction with visualization devices [13].

Myo Gesture Control Armband is a sensor to perform the EMG signals acquisition,
which communicates with the computer and control functionalities such as mouse
pointer, presentations, games, among others [14]. Thalmic Labs is constantly respon-
sible for the development of applications that exploit the potential of the sensor. The
most popular is “MYO Diagnostics”, that shows the muscular activity of the forearm in
a graphical interface, being a great help in physiotherapy [15]. The performance of the
Myo Armband has been evaluated in works such as [16], where a comparison was
made between sensors for the control of a robotic arm simulated in Unity 3D. In this
development it was established that Myo Armband presents the best results. Due to its
versatility and functionality, Myo Armband has been used in applications related to the
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identification of gestures using SVM [17] and e-learning for manual tasks using neural
networks and models of Markov [18].

The application of classification algorithms for EMG signals is a field study where
several works have been developed. In 2017, several classifiers of EMG signals were
compared, among which were applied the algorithm of Feed-Forward Neural Networks
(FFN), Support Vector Machines (SVM), the Naïve Bayes Classifier (NBC) and Linear
Discriminant Analysis (LDA). In this experiment, the Myo Armband was located on
the forearm area of eight participants to identify some hand gestures [2]. In 2019, an
application for the recognition of hand gestures through EMG signals was created,
which offered an improvement for the optimization of the General Regression Neural
Networks (GRNN) with the aim of reducing redundant information, improve efficiency
and accuracy of recognition in real time, achieving an accuracy of 95.1% and with a
recognition time of 0.19 s [19]. Likewise, a project was developed to recognize three
gestures of the hand (open, closed and extension of the wrist) using a QNET elec-
tromyographic module trained and tested by four people. From 83% to 98% was the
range of accuracy achieved by applying neural networks [20].

The analysis of the behavior of the EMG signals incorporated in portable devices
takes force especially in fields such as sports, where it is possible to monitor the
behavior and the muscular state of a person; this is the case of [21], where a multilayer
application was designed for Android devices for EMG activity monitoring. In addi-
tion, in works like [22] they present the implementation of machine learning algorithms
in microcontrolled systems for the identification of different movements of the hand
based on the acquisition of EMG signals.

3 Methodology

The system consists of two stages: off-line training (see Fig. 1) and the data processing
into the embedded recognition system (shown in Fig. 2). The signals used for the study
are obtained from the Myo Armband which has 8 dry sensors with a sampling rate of

Each sensor 
Feature extraction

(MAV, RMS, STD, VAR)

8 signal sensors with 
a total of 32 features 

per movement

Naïve Bayes training

Data normalization 

Fig. 1. Data acquisition of the eight sensors of the Myo Armband.
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200 Hz. The sensor has been placed in the same position on the forearm for each user.
The embedded recognition system is built with a microcontroller ATmega328P, which
receives the information from the Myo Armband and a microcontroller
STM32f103c8t6 used to process the EMG signals and perform the gesture recognition
for the control of a robotic hand.

3.1 Off-Line Training

The training stage uses the information of seven people of different physical context
and gender, each of whom made two hand movements: open and closed. The data
acquisition for each movement lasted 10[s] (Fig. 1). The data acquisition process for
the training is developed in MATLAB, where the normalization of each of the 8 signals
is performed based on their maximum absolute values. Then, we proceeded to obtain
the features xi (MAV, RMS, STD and VAR) associated to each signal, obtaining
n ¼ 32 features, where i 2 1; 2; 3. . .. . .:nf g for each movement Xj, where j 2 1; 2f g,
are open and closed respectively. The expressions for the calculation of the features are
shown below:

MAV ¼ 1
W

XW
k¼1

Skj j ð1Þ

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
W

XW
k¼1

S2k

vuut ð2Þ

VAR ¼ 1
W � 1

XW
k¼1

Sk � �Sj j ð3Þ

Arduino nano
with ATmega328P

Movement 
recognition

Movement execution
with a robotic hand

Development board Blue-pill
with STM32f103c8t6

microcontroller

Fig. 2. Embedded system scheme.
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STD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
W � 1

XW
k¼1

Sk � �Sj j2
vuut ð4Þ

Where: Sk is the k-th sample, W are the number of samples, and �S is the mean of
data in a time window.

The features are obtained from a defined time window, where the time windows
analyzed in this work have W ¼ 30; 50; 70; 90; 110; 125f g samples. Taking care that
the sampling frequency of the sensor is 200 Hz, the total samples acquired in 10[s] for
each movement will be 2000. The number of sample windows to be analyzed in each
case is defined by: V = 2000/W. Figure 4 shows an example of a time window based
on 70 samples obtained from Fig. 3.

Fig. 3. Data acquisition of the eight sensors of the Myo Armband.

Fig. 4. Selection of analysis window.
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Once the features spaces for a defined analysis time window have been obtained,
we proceed to obtain the constants for the probability density function (5) used for the
Bayes theorem.

P xijCj
� � ¼ 1ffiffiffiffiffiffiffiffiffiffiffi

2pd2ic

q � e�
xi�uicð Þ2
2@2

ic ð5Þ

Where: dic is the standard deviation of i-th training feature of a class j, and uic is the
mean of i-th training feature of a class j.

3.2 Embedded Recognition System

The embedded system receives the data from the Myo Armband in a defined time
windows, this data is acquired through an ATmega328P microcontroller, which
manage the information requests to the sensor. Once the eight EMG signals have been
received in the ATmega328P microcontroller, this sends them to the STM32f103c8t6
microcontroller, which process the signals, performs de gesture recognition and control
of the robotic hand.

The samples of each of the eight sensors that are received through the time win-
dows have range of values between −127 to 127, which will be normalized according
to the absolute maximum value of each signal. Let W the number of samples for each
sensor in a defined time window and Wu the matrix containing the W for each sensor,
where u 2 1; 2; 3. . .:8f g. The normalization for each signal is performed by the
expression (6). These standardized values will be used for the feature extraction and
classification through Naïve Bayes algorithm.

Nu ¼ Wu

max abs Wuð Þð Þ ð6Þ

Once the off-line training is done obtaining the model parameters dic; uicð Þ for the
distribution function (5) of each class (open and closed), the microcontroller
STM32f103c8t6 implements the Bayes theorem (7).

P CjjX
� � ¼ P XjjCj

� � � P Cj
� �

P Xð Þ ð7Þ

P XjCj
� � ¼Yn

i¼1

P xijCj
� � ð8Þ

P Xð Þ ¼
Xm
j¼1

Yn
i¼1

P xijCj
� �� � � P Cj

� � !
ð9Þ

Where: P CjjX
� �

is the posterior probability, P XjjCj
� �

is the conditional probability,
P Cj
� �

is the prior probability of class j, X is the feature space of all classes, Xj is the
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feature space of a class j, P Xð Þ is the evidence, Cj is the class to be analyzed where j
2 1; 2; 3. . . . . .mf g, and xi are the features of Xj where i 2 1; 2; 3. . . . . . nf g.

Let P xijCj
� �

being the probability density expressed as (5) and P Cj
� � ¼ 0:5,

because there are two classes whose probabilities of concurrence are considered equal.
The expression (5) uses constants calculated in the offline training for each feature and
classes. As in the off-line training, Eqs. (1), (2), (3) and (4) have to be programmed in
the microcontroller STM32f103c8t6 in order to obtain the xi features of each analysis
window in time and for each class Cj.

Then, the probability of each class is expressed from 0% to 100% where 0% means
that there is no probability that the processed signals belong to a certain class and 100%
represents a high probability that the treated data belong to the class. According to the
identified class, the microcontroller will send five control signals to the robotic hand in
order to make the identified movement. In addition, a minimum acceptance threshold
for a class has been stablished, in which, if none of the classes exceeds this threshold,
the system will interpret as an undefined class, in which case, the robotic hand keeps
the last movement performed. The labels to make the final decision in the identification
of classes can be observed in the expression (10).

P C1jXð Þ\P C2jXð Þ[ threshold ! closed movement class

P C2jXð Þ\P C1jXð Þ[ threshold ! openmovement class ð10Þ

P C2jXð Þ&&P C1jXð Þð Þ\ threshold ! undefined movement class

4 Tests and Results

Once the off-line training is done and the algorithm is implemented in the embedded
system, the necessary tests are carried out to analyze the performance of the classifier.
Because data discrimination is multiclass, micro and macro evaluation metrics are used
[23, 24], represented by the l and M indexes respectively. The performance metrics
computed are detailed in Table 1.

Table 1. Evaluation of the classifier in the embedded system for the test group. tp – true
positive, fp – false positive, fn – false negative, l – number of classes.

Metric Equation Evaluation objective

Accuracyl tpþ tn
tpþ fpþ tnþ fn

Measure the relationship of the correct predictions of
a positive class with respect to the classes evaluated

Precisionl tp
tpþ fp

Measure positive patterns that are correctly predicted
from the total projected patterns for a positive class

Recalll tp
tpþ fn

Measure the correct classification of a positive class

F � Scorel 2 � Precisionl�Recalll
Precisionl þRecalll

Represent the average harmonic relationship between
Recall and Precision

(continued)
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In addition, a group of four test users will be included for the study of the system
performance. In all cases, we implement the acquisition of 25 windows for several
samples W ¼ 30; 50; 70; 90; 110; 125f g for each class. The threshold was chosen
heuristically, setting a value of 60%. In order to check its applicability, the users made

Table 1. (continued)

Metric Equation Evaluation objective

AccuracyM
Pl

i¼1

tpi þ tni
tpi þ tni þ fpi þ fni

l

Represents the effectiveness average of all classes

PrecisionM
Pl

i¼1

tpi
tpi þ fpi
l

Represents an average of the Precision by class

RecallM
Pl

i¼1

tpi
tpi þ fni
l

Represents an average of the classifier’s effectiveness
to identify the classes

F1� ScoreM 2 � PrecisionM�RecallM
PrecisionM þRecallM

Represents an average of the F-Score per class

Table 2. Evaluation of the classifier in the embedded system for the test group.

Analysis windows (number of
samples)

CLASSES Accuracy Precision Recall F1–
Score

30 Open 0,87 0,79 0,92 0,85
Closed 0,83 0,71 0,88 0,79
Undefined 0,80 0,85 0,50 0,63

Macro – average of the metric 0,83 0,78 0,77 0,77
50 Open 0,85 0,73 0,88 0,80

Closed 0,90 0,87 0,86 0,86
Undefined 0,86 0,86 0,70 0,77

Macro – average of the metric 0,87 0,82 0,81 0,82
70 Open 0,86 0,75 0,90 0,82

Closed 0,87 0,89 0,73 0,80
Undefined 0,91 0,88 0,86 0,87

Macro – average of the metric 0,88 0,84 0,83 0,83
90 Open 0,81 0,79 0,64 0,71

Closed 0,80 0,67 0,82 0,74
Undefined 0,88 0,86 0,83 0,85

Macro – average of the metric 0,83 0,77 0,76 0,77
110 Open 0,82 0,86 0,63 0,73

Closed 0,80 0,73 0,71 0,72
Undefined 0,79 0,66 0,86 0,74

Macro – average of the metric 0,80 0,75 0,73 0,74
125 Open 0,66 0,58 0,36 0,44

Closed 0,67 0,56 0,53 0,55
Undefined 0,71 0,60 0,86 0,70

Macro – average of the metric 0,68 0,58 0,58 0,58
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a third movement (resting hand) that has not been considered in the training stage and
that will be interpreted as an undefined class.

In Table 2, a comparison of the different time windows is presented based on the
statistics: Accuracy, Precision, Recall and F-Score.

In Fig. 5 is presented the comparison of the micro and macro evaluation metrics
based on the different time windows analyzed in the embedded system.

The results obtained in each time window show to be consistent in each case, that
is, by increasing accuracy, it also increases the F-score, which is adequate due to the
balancing of classes (same number of individuals per class). When performing
experiments with different time windows, it can be noticed that the best performance of
the classifier is obtained handling time windows of 70 samples (Accuracy: 0.88, F-
score: 0.83), which, we consider one of the most significant contributions of this work,
evidencing that not necessarily the fact of working with time windows of more samples
(larger), improves the performance of the classification algorithm (model) e.g. time
window of 90 samples (Accuracy: 0.83, F-score: 0.77). It is evident that by increasing
the number of samples the performance decreases considerably (see the results for time
windows of 125 samples).

Figure 6 shows the acquisition and processing time of the embedded system related
with the different time windows used. The acquisition and processing time increases
when working with time windows with a greater number of samples, this is evident
since it increases the number of data and operations to be calculated by the micro-
controller system, however, it can be noticed that working with a time window of 70
samples are handled times that are in the average of all the experiments carried out and
that could be improved when working with electronic devices with better processing
speed.

30 50 70 90 110 125
Accuracy 83.26 86.79 88.02 83.05 80.37 67.81

Precision 78.12 82.21 83.93 77.38 75.04 58.06

Recall 76.67 81.33 83.00 76.33 73.24 58.33

F-Score 77.39 81.77 83.46 76.86 74.14 58.19
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Fig. 5. Micro and Macro – evaluations metrics for each time window analyzed.
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5 Conclusions

The developed experimentation allows to conclude that the best electromyography
range to obtain good results are with samples from 30 � 8 to 70 � 8. The configu-
ration of windows that are outside this range can produce long response times, too low
precision percentages and greater consumption of the microcontroller system resources.

Although no classification algorithm is 100% accurate, the implementation of these
in the machine learning area is essential to achieve objectives and results close to
success. The use of Naïve Bayes in this study allowed to obtain accuracies from 68% to
83% with processing times of less than 53 ms.

One of the primary properties that is considered in a machine learning algorithm is
its behavior against cases or users who are not registered within its configuration. In the
experiments carried out, it was proposed to evaluate this, achieving a good adaptability
of the system and reaching acceptable prediction percentages that allowed to conclude
that the system can be used by any user.

32-bit microcontrollers can be used to develop embedded machine learning sys-
tems. This is explained because the algorithms work with a high amount of resources
and processing because they work with large blocks or information that arrive con-
stantly and that need to be processed quickly.
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Abstract. Hand gesture recognition consists of identifying the class
among a set of classes of a hand movement given. Surface electromyo-
graphy (sEMG) measures the electrical activity generated by voluntary
contractions of skeletal muscles. The performance of a recognition system
is affected significantly by the orientation of the armband. This orienta-
tion could change every time that the user wears the armband. In this
paper, a novel technique to improve the robustness in a recognition sys-
tem with variation in the orientation of the armband is proposed. To test
the performance of the proposed model, 4 experiments at recognizing 6
hand gestures are executed. In these experiments the proposed method
shows a recognition accuracy of 92.4% versus 59.5%, which corresponds
to the accuracy of a traditional recognition model without the correction
of orientation.

Keywords: Hand gesture recognition · sEMG · SVM

1 Introduction

Surface electromyography (sEMG) measures the electrical activity generated
by voluntary contractions of skeletal muscles. This technique has several uses in
biomechanic, robotic and mechatronic systems [1,2]. Gesture recognition consists
of identifying the class among a set of classes of a hand movement given [11].
Hand gestures recognition system using sEMG can be used to control mecha-
tronic devices [3–5]. The amplitude and frequency content of sEMGs are affected
by different factors including: skin thickness, muscle strength, muscle volume,
physiological interference, external noise and electrodes placed incorrectly.
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Hand gestures recognition systems work well when the sensors are placed
exactly in the same position that were used to acquire signal for training [6,7].
However, placing a sensor in exactly the same position is difficult because the
physical characteristics of people’s arms are different.

There are different devices for sensing sEMG such as Myo armband [12],
gForce [10], DTing [13] and eCon [14]. These sensors allow to easily obtain elec-
tromyography data, in addition to the advantage of their portability. These sen-
sors are easy to place making it practical to implement several application in
any user. The Myo armband manufactured by Thalmic Labs is an EMG sen-
sor that allows the registration of 8 bipolar signals on a person’s forearm. The
manufacturer of the Myo armband suggests to place the armband in a certain
position on the forearm to have good performance (see Fig. 1). However, placing
the armband in the same position implies to know exactly the coordinates of the
sensor with respect to a given point of reference in the forearm and at the test
time placing the sensor in exactly the same coordinates. This requires measuring
distances accurately for every single time that the sensor is used which is very
difficult for practical applications.

There are two types of gesture recognition systems: general and user specific.
General recognition systems are trained with a finite dataset acquired from a
group of people and tested by any user. On the other hand, user specific systems
require to be trained and tested with the data from the same person each time
that the system is used. The use of general systems implies that the armband
must be placed in the same position both for training and testing which is
difficult to achieve in practice [8]. User specific models do not require placing
the sensor in the same position because these systems are trained for each user
and for each time they are used. However, training a model for each user and
for each time it is used is time consuming, making thus difficult their use for
practical applications. In practice, a user simply wants to wear the sensor and
start using the recognition system right away. Therefore the best option for
practical applications is the use of general recognition models, which should
have a system that compensates the variation in the orientation of the sensor
for the recognition systems to work well.

In [9] an algorithm is proposed to compensate the variation in sensor rotation.
The sensor rotation decrements the performance of the recognition model and
sometimes even makes inapplicable the use of the recognition model built in one
position. In this work, the armband is rotated every 45◦ and the data is recorded
with that rotation. A remapping is performed according to the predicted angle
and the distribution is marked on the user’s arm prior to the signal recording.
In addition to the high complexity of the proposed algorithm, the correction of
the orientation can be done in steps of 45◦.

In [11] a general model is proposed to classify 40 gestures in real time. The
proposed model works in both the right and the left hand and use the Myo
armband for data acquisition and a support vector machine for the classification.
The paper shows the real time classification of the gestures made. To compare
the results obtained with the Myo armband’s own recognition system, users
wear strictly the armband in the position recommended by the manufacturer.
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Unfortunately, the authors do not give any further details about the results
when the armband is placed in different positions. However, authors show the
possibility to classify the gestures independent of the arm on which the armband
is worn.

In another hand gesture recognition system such as the one proposed by
Weissmann and Salomon [15] provide good recognition results up to 100% recog-
nition rate, but the need to wear a glove can restrict the user’s freedom of move-
ments and it is not for practical applications.

To solve the problem of the variation in the orientation of the armband, a
novel method is proposed in this paper. This method is based on the maxi-
mum amplitude detection (MAD) which identifies the sensor with the maximum
activity in the sEMG and based on this detection related to a sensor, the data
is rearranged by creating a new matrix with the reordered data. The maximum
amplitude sensor is calculated using the movement wave out in a calibration
process that is executed for every time that a person wants to use the recogni-
tion system. The recognition model used to test the algorithm for correcting the
orientation is based on common features (mean value, windowing, energy, curve
envelope, standard deviation) and a SVM classifier.

Following this introduction, the remaining of this paper is organized as fol-
lows. The proposed material and model section (Sect. 2) describes the materials
used for data collection, how each data matrix is handled and how the new
matrix is organized. The experiment section (Sect. 3) describes the 4 experi-
ments with training and testing data. The results and analysis section (Sect. 4)
shows a comparison between the traditional method and the proposed method.

2 Materials and Proposed Model

2.1 MYO Armband

The Myo armband is an electronic device that measures sEMGs. This armband
consists of 8 bipolar channels which work with a sampling frequency of 200 Hz.
Data are transmitted via Bluetooth to a personal computer. The measured data
matrix consists of 8 columns and n rows, the rows depend on the recording time
of the sEMG. For 1 s the number of rows is 200. Each column of the data matrix
represents the measurements of each sensor.

The manufacturer of the armband suggests to place the armband on a specific
position (see Fig. 1) on the forearm for achieving good recognition accuracy. The
Myo armband brings a proprietary recognition system whose performance is
sensitive to the variations of the recommended position. The Myo armband was
tested by rotating it and the recognition data showed that the system has difficult
to recognize gestures when the armband is rotated from its suggested position.

2.2 Datasets

The dataset is organized as follows:

1) Training data
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Fig. 1. Myo armband base position suggested by manufacturer.

2) Testing data1 (for experiment 1 and 3)
3) Testing data2 (for experiment 2 and 4)

The training data was recorded using the same armband position for all users
(position suggested by manufacturer). In order to compare the performance of
the traditional system with the proposed one, the same training dataset for both
systems are used. The Eq. (1) shows in general how is composed the matrix of
the training data.

Training data from 40 people is used, 25 men and 15 women. The training
data consists of 15 repetitions per gesture for each category and for each user.
Each training data matrix has eight columns and their values are normalized.
Each column has the sEMG data measured by each sensor.

Dtrgeneral = [(V1,D1), . . . , (Vi,Di)]

Dtrgeneral ∈ R1000x8, Vi ∈ [−1, 1]1000x1,Di ∈ [1, 8]
(1)

The categorical variable is represented by Y ∈ {out, in, close, thumb, relax,
tap} and denotes the label for the gesture signal. The total training data per
user consists of 90 rows.

The testing data consists of two datasets, test data1 and test data2. The
test data1 was recorded using the position suggested by Myo armband manufac-
turer (see Fig. 1) and test data2 was recorded placing the armband in different
positions (see Fig. 2). For test data2, people took the armband off and they put
the armband back on the forearm in any position they wanted and no specific
angle was rotated. Each recording was made during 5 s per gesture and user.
The Eq. (2) shows in general how is composed the testing data matrix.
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Fig. 2. Myo armband rotated from the base position suggested by manufacturer.

Dtsgeneral = [(W1, E1), . . . , (Wi, Ei)]

Dtsgeneral ∈ R1000x8,Wi ∈ [−1, 1]1000x1, Ei ∈ [1, 8]
(2)

2.3 Traditional Method

Traditional gesture recognition systems using the Myo armband need to be
trained before they are used [7]. Commonly this methodology works well; how-
ever, after people take the armband off they must train the system again if they
want to use it with good accuracy. The gestures performed and recorded during
a session are shown in Fig. 3.

To process the data, a matrix organized per sensor, user and categories is
created (Eq. 3). Msi is the transposed matrix with 15 repetitions for each ges-
ture. Msi is the total training matrix for user i and has a dimension of 90 rows
and 1000 columns. The 90 rows is the result of 15 repetitions multiplied by 6
gestures. Data training matrix for user i is described as follows:

User i:

Emg(useri, categoryj) = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8, Y ] (3)

Msi ∈ R15x1000Y ∈ {out, in, close, thumb, relax, tap}

Dtrainuseri = [Emg(useri, out);
Emg(useri, in);

Emg(useri, close);
Emg(useri, thumb);
Emg(useri, relax);
Emg(useri, tap)]
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Fig. 3. Gestures to be recognized with both traditional and proposed method. (a) wave
out, (b) wave in, (c) close, (d) thumb, (e) relax, (f) tap

Notice that the data has been transposed to be handled and organized according
to each gesture and sensor. A table was created by gesture and sensor with the
data transposed to work with Matlab. The total matrix for the 40 users is shown
below and notice that for each user the data is concatenated.

Total training data for 40 users:

Dtraintotal = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8, Y ]

where:

Msi ∈ R3600x1000 and Y ∈ {out, in, close, thumb, relax, tap}

Each data matrix coming from the armband in a time t always come in the same
sequence even if the armband is located in a different position from the position
suggested by the manufacturer.

The EMG data sequence coming from the armband by default is orga-
nized in the following order Emgdefault(t) = [s1(t), s2(t), s3(t), s4(t), s5(t), s6(t),
s7(t), s8(t)] where s1 represents the sensor number 1. When the orientation of
the armband is changed, the data order is the same even though the armband
was rotated. For user1 the signals were recorded with sensor number 2 matching
with the position that was defined as base (see Fig. 1), getting a default matrix
order Emgdefault.



www.manaraa.com

232 V. H. Vimos et al.

Regarding the testing data1 the process to organize the data was followed
as the previous one and a total matrix was defined for 40 users too, taking
into account that these test data were recorded taking as reference the position
suggested by the manufacturer.

Total testing matrix data1 for 40 users:

Dtest1 = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8, Y ]

where:

Msi ∈ R3600x1000 and Y ∈ {out, in, close, thumb, relax, tap}
Regarding the testing data2, the test data2 matrix represents the set of

recordings with different rotations of the armband for each user. It is worth
mentioning that the test data2 has different sensors taken as a reference and
their distribution activity is not equal. In Fig. 5 the different gestures activity
distribution for four users is shown.

Total testing matrix data2 for 40 users:

Dtest2 = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8, Y ]

where:

Msi ∈ R3600x1000 and Y ∈ {out, in, close, thumb, relax, tap}
For practical reasons the number of columns to work with were reduced from

1000 to 900, because when recording the signals not always the same amount of
data was gotten. To avoid inconveniences when concatenating the data only 900
points were taken. For training data as well as test data1 and test data2 the
same extractors were applied. A SVM classifier1 with original training data
was trained and tested.

2.4 Proposed Method

The proposed method is based on the maximum amplitude detection (MAD).
After that, the data matrix is rearranged according to the sensor with the highest
mean amplitude detected. The sensor with highest amplitude is identified using
the movement “wave out”, this movement allows the maxim values data be
concentrated mainly in one sensor Sx which is taken as reference for the new
order.

Emg = [V1, V2, V3, V4, V5, V6, V7, V8], Emg ∈ R200x8 and V i ∈ [−1, 1]200x1,

Emgmean = mean(Emg) (4)

Sx = max(Emgmean) (5)

Sx = max([V1mean, V2mean, V3mean, V4mean, V5mean, V6mean, V7mean, V8mean])
(6)
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where max function represents the maximum value of the vector. After the sensor
is identified the new sEMG matrix is organized and described according to the
Eq. (7):

Emgnew = [Sx, Smod((x+1),8), Smod((x+2),8), ...., Smod((x+7),8), Smod((x+8),8)] (7)

For user20 the MAD sensor is located in the sensor number 6 (s6). According
to the proposed method the new matrix is organized as follows:

EMGnew = [s6, s7, s8, s1, s2, s3, s4, s5]

For user30 the MAD sensor is located in sensor number 5 (s5). According to the
proposed method the new matrix is organized as follows:

EMGnew = [s5, s6, s7, s8, s1, s2, s3, s4]

Applying the MAD algorithm for the original training data, test data1 and test
data2 new matrices labeled as training data∗, test data∗

1 and test data∗
2 were

gotten. It should be noticed that the new training matrix is organized according
to the maximum amplitude sensor and does not imply that as a result of applying
MAD algorithm the same reference sensor must be gotten for all recordings.
However, the result of the sensor detection should give similar sensors like the
original one obtained when the data were recorded using the position suggested
by the manufacturer.

In Table 1 the result of applying the maximum amplitude detection algorithm
in the original data for training and testing is shown. This method allows to have
greater robustness to rotation as well as greater independence in the placement of
the armband, also this allows to have higher performance and avoid the necessity
to record the signals every time the systems is going to be used. Table 1 shows
the reference electrode calculated for test data∗

1 and test data∗
2 using MAD sensor

activity.
In Fig. 5. the data for four users whose data have been recorded using different

orientation of the armband is showed. The distribution of the EMG activity is
different and not concentrated in the same region although all the recordings
correspond to the same gesture labeled with different colors respectively. The
Fig. 5 shows each group of data separately according to the gesture performed
for each user. For all users the wave out gesture is represented in dark blue. For
user17, the concentration of the highest sEMG activity is detected over sensors
1, 2 and 3. For user18, the greatest concentration of activity during the wave out
gesture is located in sensors 4, 5 and 6. For user19, the greatest EMG activity is
concentrated on sensors 4, 5 and 6. Similarly for user20, the greatest activity is
detected over sensors 5, 6, 7 and 8. It can be appreciated that the concentration
of activity for the same gesture is different for each user and this is logical since
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Fig. 4. sEMG for user3 on sensor 7 s7 while wave out gesture was performed.

each user placed the armband arbitrarily. For other hand gestures, for example
for the wave in gesture labeled in orange the concentration of activity by sensor
is not homogeneous in the same way.

The Fig. 6 shows the same data for the four previous users whose data have
been recorded using different positions of the armband. However, to this data
the orientation correction using the MAD algorithm was applied.

After applying the MAD algorithm the activity distribution is similar and
concentrated in the same region. The recordings correspond to the same gesture
labeled with different colors respectively for the four users using the armband
placed in different positions.

It can be verified that using the MAD algorithm the data of the users 17, 18,
19 and 20 have been aligned and now these data could be used in any classifier,
improving the accuracy because of the new data organization.

After making this correction in the orientation, the data entered into a new
classifier2 always have the same order, regardless the position where the user
use the armband. It is not necessary to rotate a specific angle to be able to per-
form the compensation for the rotation. The proposed method always searches
for the sensor with the highest activity.

The Fig. 6 shows how the data is automatically aligned, since it takes as
reference a sensor that has been calibrated during the beginning of the test
session. A summary of the reference electrodes calculated by MAD algorithm
applied to the original data is shown in the column 2, 3 and 4 of the Table 1.
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Table 1. Reference electrodes calculated by MAD algorithm.

User Train∗ Test∗1 Test∗2
user1 2 2 1

user2 3 2 4

user3 7 7 1

user4 2 2 1

user5 2 2 4

user6 2 2 4

user7 2 2 5

user8 8 8 4

user9 2 2 4

user10 1 1 1

user11 1 1 1

user12 1 1 4

user13 1 1 1

user14 1 1 1

user15 2 2 2

user16 1 1 3

user17 2 2 2

user18 2 1 4

user19 2 2 5

user20 1 1 6

user21 2 2 5

user22 1 1 7

user23 2 2 6

user24 1 1 7

user25 2 2 1

user26 1 1 1

user27 1 1 2

user28 2 2 5

user29 1 1 1

user30 1 1 5

user31 1 7 7

user32 2 2 6

user33 3 3 6

user34 7 2 2

user35 1 1 6

user36 2 2 8

user37 1 2 2

user38 2 2 8

user39 2 2 2

user40 2 2 2
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Fig. 5. Normal testing data2 distribution activity for 4 users. All gesture activity is
concentrated in different sensor when recording data in different positions

Fig. 6. Testing data∗
2 distribution activity with correction to the armband rotation for

4 users. All gesture activity is concentrated in the same sensors (sensors 1, 2, 3) when
recording data in different positions

2.5 Features Extractors

sEMG curve envelope, windowing, sEMG energy, mean absolute value and stan-
dard deviation are used for both methods as features extractors. Where features
extractors are defined as follows:

Mean absolute value:

| µ |= 1
N

N∑

i=1

| Vi |

Vi ∈ [−1, 1]Nx1

(8)
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where, N denotes the number of points recorded per channel. Being N = 1000
points during 5 s.

Standard deviation:

S =

√√√√ 1
N − 1

N∑

i=1

| Vi − µ |2

Vi ∈ [−1, 1]Nx1

(9)

The same features extractors are applied to both methods with the exception
that in the proposed method the data is organized differently. The data matrix
with the characteristics used to train classifier1 and classifier2 is described
below.

Emg(useri,feature) = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8]

where Msi ∈ R15x1000 and feature ∈ {std, envelope, welch, absmean, energy}

Emg(useri,std) = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8] (10)

Emg(useri,envelope) = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8] (11)

Emg(useri,welch) = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8] (12)

Emg(useri,absmean) = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8] (13)

Emg(useri,energy) = [Ms1,Ms2,Ms3,Ms4,Ms5,Ms6,Ms7,Ms8] (14)

Featuresuseri =
[Emg(useri,std), Emg(useri,envelope), Emg(useri,welch), Emg(useri,absmean),

Emg(useri,energy)]

where Emg(useri,feature) ∈ R15x8

Matrix(useri,categoryj) = [Featuresuseri , Y ] (15)

where Featuresuseri ∈ R15x40 and Y ∈ {out, in, close, thumb, relax, tap}
The total matrix for training is as follows:

TrainMatrixtotal = [Matrix(user1,categoryj); ...;Matrix(user40,categoryj)] (16)

where the size TrainMatrixtotal ∈ R3600x40

The total matrix for test data1 and test data2 is as follows:

TestMatrixtotal = [Matrix(user1); ...;Matrix(user40)] (17)
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3 Experiments

In this section four experiments have been carried out and two SVM classifiers
have been designed in order to check the operation of the proposed system in
situations of rotation of the armband. Two SVM classifiers were trained using
data for the traditional method and data for the proposed method. Experiment1
and experiment2 are analyzed using the SVM classifier1 that has been trained
using the training data recorded using the position suggested by the manufac-
turer. Experiment3 and experiment4 are analyzed using the SVM classifier2.
The MAD algorithm has been applied to training and testing data to reorder
accordingly the new reference electrode. It should be noticed that in the Table 1
the training data∗ and test∗1 reference electrodes are calculated using the high-
est potential sensor and do not differ greatly with the position suggested by the
manufacturer.

In Table 1 the training data∗ as well as the test data∗
1 have approximately the

same reference sensor after apply the proposed method. These reference sensors
indirectly show how the armband was placed by the user. Comparing the two
columns it is clear that the data are similar. For column 3, in test data∗

2 the
algorithm was also applied and the result obtained for the reference sensor is
different.

In the Table 1 there are 3 users to have in consideration: users 3, 8, 34. These
reference sensors are different compared with the other users, however this is due
to the fact that when users made the gesture wave out they unwittingly made
a strong movement when returning to the relaxation position. This particular
situation can be seen in Fig. 4, where the sEMG wave out gesture for user3 on
sensor number 7 is performed and the reason why MAD algorithm selected sensor
number 7 as new reference in Table 1 is showed. The algorithm confirms that
the armband was in different positions, but in the same way when confirming
the different positions of the armband, the algorithm have changed the order of
the sensors.

3.1 Experiment 1

The experiment1 includes training the classifier1 with normal training data,
then testing the classifier1 with test data1. Both training and test data1 are
recorded using the recommendations of the armband manufacturer. Users are
from 20 to 55 years old. In this experiment, 15 repetitions are performed for
each gesture. Users are not asked to calibrate the system, simply they place the
armband according to the suggested position.

3.2 Experiment 2

The experiment2 includes training the classifier1 with training data and test-
ing the classifier1 with test data2 (armband placed in different positions). In
this experiment, the user is previously asked to take the armband off. After
this, the user is asked to place the armband in the desired position. In the same
way each user is asked to repeat each gesture 15 times. In this experiment the
classifier1 is tested with the data recorded in different positions.
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3.3 Experiment 3

The experiment3 includes training the classifier2 with training data∗ orga-
nized according the proposed method and testing the classifier2 with test data∗

1

organized according the proposed method too. In this experiment, the MAD
algorithm is used to correct the position. The reference sensor for the training
data∗ is obtained even though these data were recorded using the same position.
This data is shown in the column 2 and 3 in the Table 1.

3.4 Experiment 4

The experiment4 includes training the classifier2 with training data∗ orga-
nized according the proposed method and testing the classifier2 with test
data∗

2 (armband placed in different positions) organized according to the pro-
posed method. All data for the experiment3 and experiment4 are the same like
the experiment1 and experiment2 only with the difference that for experiment3
and experiment4 the rotation correction of the armband has been applied. The
correction in the rotation can be seen in Figs. 5 and 6 applied for four users as
example.

4 Results, Analysis and Comparisons

The confusion matrix for experiment1 is showed in Fig. 7.

Fig. 7. Confusion matrix with test data1 (experiment1)
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The confusion matrix for experiment2 is showed in Fig. 8. Two SVM clas-
sifiers were trained and tested using two separate procedures. Training and
testing dataset in default order for SVM Classifier1, training∗ and testing∗

dataset using the proposed method for SVM Classifier2. In Fig. 9 the confusion
matrix for experiment3 is showed. Comparing test data1 working with the tra-
ditional method versus this novel method, the system accuracy decreases from
95.2% to 93.9% using test data∗

1 as input. However, this result is because of the
references calculated by MAD algorithm for users 3, 8, 34 are different from the
others.

For experiment4 (armband rotated) the confusion matrix using the novel
method for test data∗

2 is showed in Fig. 10. Comparing test data2 working with
the traditional method versus this novel method the system accuracy increases
from 59.5% to 92.4% using testing data∗

2 as input. With this novel method the
recognition system can be used even by new people with great effectiveness and
accuracy.

The accuracy system decreases 35.7% when a user uses the armband in dif-
ferent position working with the traditional method. The Fig. 5 shows how is the
data distribution for users 17, 18, 19 and 20 when this data is going to be apply
for traditional method. Data in dark blue color is related to the movement wave
out. There are different distributions for all users and the signal power concen-
tration is not located in the same sensor due to users placed the armband in
different positions.

Fig. 8. Confusion matrix with test data2 (experiment2)
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Fig. 9. Confusion matrix with novel method, test data∗
1 (experiment3)

Fig. 10. Confusion matrix with novel method, test data∗
2 (experiment4)
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The accuracy system decreases only 1.5% when a user uses the armband in
different position working with the proposed method. The Fig. 6 shows how is the
data distribution for users 17, 18, 19 and 20 when this data is going to be apply
using the novel method. Data in dark blue color is related to the movement wave
out, there are almost the same distributions for all users and the signal power
concentration is located in the same sensor even if user place the armband in
different positions. Actually to calibrate the system using the MAD algorithm,
the wave out gesture or the wave in gesture can be used.

The Table 2 shows the performance summary of the two systems.

Table 2. Accuracy systems comparison.

Method Experiment1 Experiment2 Experiment3 Experiment4

Traditional 95.20% 59.5% – –

Proposed – – 93.9% 92.4%

For consideration and experimentation by anyone interested in the proposed
method, the code as well as the dataset of the paper can be found in the fol-
lowing link: https://drive.google.com/drive/folders/1bvWbh-16c4ShFQDP3Q
6a8hwBu6UaAW4y.

5 Conclusion

In this paper, three main contributions have been made. The main contribu-
tions of this novel method for gesture recognition include, (1) robustness with
placement sensors on the forearm to recognize 6 gestures with high accuracy, (2)
the low necessity to train the system every time, (3) the recognition algorithm
responds with an accuracy of 92.4% in different armband positions using the
novel technique.

The system can be calibrated using the wave out or wave in gesture. The
1.5% decrease can be improved if the system is calibrated at the beginning of
the data acquisition. In this paper the calibration at starting the acquisition is
not performed. Using the wave out gesture to reorganize the data matrix is how
the algorithm gets the new reference electrode. Any classifier can be used after
the orientation correction. Similarly it is not necessary to use several features
over the EMG signals, only 5 features were used in order to have good accuracy.

Future works will include the research for more than 20 hand gestures recog-
nition and the implementation of the system that allows to obtain a response in
less than 100 ms with great accuracy. The system response should be the same
when the armband is placed on any forearm (right or left). The system will also
be tested using an embedded system to make it more portable.

https://drive.google.com/drive/folders/1bvWbh-16c4ShFQDP3Q6a8hwBu6UaAW4y
https://drive.google.com/drive/folders/1bvWbh-16c4ShFQDP3Q6a8hwBu6UaAW4y
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Abstract. Global competition and economic dynamism force the assembly
industry to look for productive philosophies of improvement, optimizing pro-
cesses, and resources. The challenge in the optimization process involves
finding tools that will grant an optimal process. This article proposes a process
optimization through the application of Lean Manufacturing tools, with the
necessary guidelines analyzed and verified by computational simulation in a
motorcycle assembler. Firstly, applying a plant distribution, together with the
change of productive system, allowed the reduction of distances, elimination of
unnecessary movements, and reprocessing. Then, Pull System reduced the stock
of both the product in process and the final product in the warehouse, avoiding
the generation of future waste and expenses due to overproduction. Finally, the
use of the 5S tool entailed maintaining order and cleanliness inside the plant to
facilitate the management of internal resources. In the study reported, an average
reduction of 40% in assembly time and an average increase in production of
30% of all motorcycle models that were part of the study are achieved.

Keywords: Optimization process � Lean Manufacturing � Assembly industries

1 Introduction

The common denominator of the assembly industries is to work through a rigid capital-
intensive production system; these industries waste about 70% of resources on raw
materials, labor, and facilities, unnecessary movements, and downtimes that carry
excessively high costs [1]. In addition, only 5% of the activities carried out by orga-
nizations add real value to the product. These facts, together with constant changes and
high competitiveness, have forced organizations to look up production methods and
philosophies that generate higher productivity and efficiency, thus managing to respond
to market demands [2–4].

The philosophy of Lean Manufacturing (LM), addresses the different wastes related
to overproduction, waiting, inventory, transportation, defects, waste of processes,
unnecessary movements and underutilization of employees’ capacity [5]. For this, LM
uses various tools, such as Pull System, 5S, Single Minute Exchange of Die (SMED),
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Kanban, Kaizen, Heijunka, Jidoka, and Value Stream Mapping (VSM) [6]. LM is used
by organizations that want to increase their market share, achieving positive results, and
reducing resources since they provide small and frequent improvements. This allows
companies that adopt this philosophy to increase their competitiveness, positioning, and
profitability in their products and services [7, 8]. Socconini expresses that the real power
of LM lies in continually discovering those opportunities for improvement that are
hidden because there will always be waste that can be eliminated [9].

In the literature, there are several success stories of the LM application. One of the
most documented techniques in the metalworking sector is the plant distribution of
areas that allows a better production flow [10]. For example, Castillo exposes the
design of plant distribution in order to reduce operational costs, increasing the ful-
fillment of delivery orders to customers [11]. The study achieved a cost reduction of
15.79% and the increase in the percentage of fulfillment of delivery orders of 51.68%.
Salazar and others proposed a plant distribution through a hierarchical analytical
process [12]. The authors based their hypothesis that the formation of families and
cellular assembly allowed for better material flow, eliminating excessive product
movements in process and waiting times generated mostly by the inadequate location
of machinery and materials. After their study, an improvement in the use of machinery
was achieved by 50%, and a reduction in distances traveled from 237 m to 163.7 m,
and thus, a decrease in cycle times per product.

On the other hand, 5S is a tool resulting from Japanese words: classification (seiri),
sorting (seiton), cleaning (seiso), discipline (seiketsu) and standardization (shitsuke)
[8]. The goal of the 5S tool is to improve and maintain organizational conditions, order
and cleanliness in the workplace, safety, working climate, staff motivation, and effi-
ciency and, consequently, quality, productivity, and competitiveness of the organiza-
tion [13]. Palomino, in its application of LM in the packaging line of a lubricant plant,
mentions that with the use of 5S, a substantial reduction in process times was achieved,
generating a decrease of 27% in preparation times and 36% in cleaning times [14].
Likewise, Hernandez describes the impact of 5S on small and medium-sized enter-
prises, SMEs, achieving a positive performance in terms of productivity, quality,
organizational climate, and industrial safety, as well as, an improvement of the working
climate and a reduction of occupational risks within their workshops [15].

Finally, the Pull System is the option to reduce unnecessary storage and overpro-
duction. Nahmias defines it as the system where the market triggers a pull of materials
throughout the production system [16]. Mora and others in their study, focused on the
analysis of Pull type production systems by simulation, mention that, when this
operation was carried out, an increase of 144 units was achieved, and thus, an increase
in the productivity of the organizations [17]. Likewise, Tamayo and Urquiola men-
tioned that with this system, a decrease of product in the process was achieved and also
provided a solution to the problems of production flow [18].
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2 Materials and Methods

The main objective of the present investigation was to analyze a case study for the
proposal of the process optimization within an assembly company. For that, all motor-
cycle models assembled in 2018 were considered; thus, the population analyzed con-
sisted of seven motorcycle models, encoded as M1 to M7, respecting the confidentiality
agreement established with the company. The analysis was based on the information
from the process study, obtained by [19], and the time study, reported by [20].

The company develops its assembly process under the stock production system,
i.e., the final product is inventoried for later sale. The production flow consists of four
processes: (A) Assembly, (B) Quality Control, (C) Upholstery, and (D) Packing.
Assembly is the critical production process of the company, where all the parts are
coupled to the chassis of each motorcycle. Quality Control comprises the processes of
reviewing the electrical and mechanical operation of motorcycles. Upholstery is the
process in which the sponges and seat are placed to each motorcycle that has passed the
quality control stage. Finally, the packaging is the last stage, in which the protections to
the final product (motorcycle) are placed for later maintenance in the warehouse, until
its sale. Within this production system, 18 operators were considered: 12 in cellular
assembly (two for each cellular, six cellulars), three quality control officers, one carrier,
one in the upholstery area and one in the packaging area. For discrete event simulation,
the software “FlexSim 2018 Update 2”, under academic license, was used to determine
the application success of the LM philosophy. A methodology was configured based on
four phases: a study of the current situation, determination of the ME tools to be used, a
proposal of optimization, and simulation of the future situation.

2.1 Study of the Current Situation of the Assembly Plant
and Determination of the Main Problems (Waste)

Several tools were used to analyze the current state of the company, such as: in situ
observations, interviews, spaghetti diagram, time and movement analysis, simulation,
flow process chart – worker type and material type as suggested and developed in [19].
The production system corresponds to work in cellular assembly, which is independent
of each other. It could be noticed the extensive route of each motorcycle from the raw
material area to the assembly area and, from there, to the finished product area. Using
the flow process chart – worker type, performed by [19], problems related to distances
traveled and over-processing were identified. The main problems identified and their
interpretation in terms of LM, were: overproduction, transportation, excess inventory,
defects, and movements. In the case of overproduction, because the company has a
production philosophy of work for the stock, that is, it accumulates inventory in
warehouses, often unnecessary of both raw material and products, either in-process or
final product. On the other hand, a flow process chart – material type was developed. It
represents the nature of the current production process, showing that many unnecessary
movements were generated. This because the transport of material is carried out on
several occasions from one point to another. About excess inventory, the current
manner of work within the assembly plant produces a warehouse dedicated only to
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material in process, being the largest warehouse within the organization. In the case of
defects, countless reworks are generated because there is no quality philosophy in the
workplace, which increases production time. Finally, the space of unnecessary tools
causes movements that do not add value to the product; reflecting a lack of learning in
motion economics. As evidenced, internal problems were directly related to two fac-
tors: the production philosophy and the nature of the production system. Indeed, the
current distribution of the plant generates an excess of transports since the flow of
material goes from the assembly cellular to a pre-assembly warehouse; of this to quality
control and then returns to the warehouse. The ideal flow would be: cellular assembly –

quality control and then to the following processes, eliminating the pre-assembly
cellular that generates spatial waste.

To analyze and illustrate the proposal, a simulation of the current situation was
carried out with the most representative motorcycles in sales during 2017, and thus,
determine the variation of the actual information obtained with the simulated. Figure 1
shows that the most representative models were the first three, which contributed more
than 70% in sales within the organization.

After the simulation of the current situation (Fig. 2), the data obtained were similar
to those observed in situ (visits that took place in 2018); this was done to determine the
variance presented by the actual simulated information. Of the selected models, a
production of 6.7 motorcycles/day per work cell was obtained, i.e., six motorcycles
since a WIP (work in process) of 0.7 is generated, and thus, a total of 36 motorcycles
(throughput). The average occupancy was 95% in the Assemblers, being the missing
5% of 25 min of idle time in the day. In the case of Quality Control, the average
occupancy was 100%; whereas, for Upholstery and Packaging, there is a time of use of

Fig. 1. Analysis of sales distribution of motorcycles.
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93% and 85% respectively. It should be noted that the simulation did not consider
whether there are sales orders on the day. Therefore, the operator does not stop, and
production is previously scheduled to have the main models for production. In addition,
the percentage of occupation does not only correspond to specific activities, but they
also influence rework such as bolt adjustment (lack of movement economy), and
unnecessary activities such as transport, resulting in a loss 43 min a day per operator.
Figure 2 presents some examples of simulation of the current situation of the assembly
line: assembly process, quality control and packing and upholstery stations.

2.2 Determination of the LM Tools Needed to Solve the Problems Related
to the Identified Waste

Once the waste was recognized, the LM tools that best suit these problems were
identified in the literature. As a result of this analysis, 5S, Pull System, and SMED were
selected [3, 7, 13, 21, 22]. It is necessary to mention that SMED would have no
functionality within the present case because the process is manual, and the tool
encompasses matrix changes in machines. Therefore, in conjunction with the plant
distribution, the first two tools, 5S and Sistema Pull, were used to: (1) allow better
material flow, (2) reduce the distances to be traveled by both workers and products,
(3) eliminate unnecessary transport, (4) effectively use available spaces, and (5) im-
prove working conditions and safety of operators. These tools were useful in
addressing Phase 1 waste issues. The distribution of LM tools to solve the waste issues

Fig. 2. Simulation of the current production process. (a) Simulation of assembly. (b) Simulation
of the quality control. (c) Simulation of upholstery and packing stations.
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found was: 5S to solve the problem of Movements, plant distribution for Transport,
Pull System for Excess Inventory and Overproduction, and 5S together with Pull
System for Defects.

The Pull System, which starts as a reaction to demand, allows to eliminate over-
production by folding to market requirements; it also allows to lower inventories of
products in process, thus attacking the problem of excess inventory. Plant distribution
allows the redesign of the production system to an assembly line, eliminating unnec-
essary transports, increasing productivity due to decreased processing times, and
accelerating flow. Additionally, through the use of this tool, delays are reduced because
working times are balanced. Finally, the 5S tool that focuses on organization, sorting,
order, and cleaning, allows dividing the necessary of the unnecessary tools that create
the workspace and in turn, generates unnecessary movements.

2.3 Optimization Proposal

The current production system is based on cellular assembly made up of two operators,
working simultaneously for the assembly of each motorcycle. Being independent
cellular, they do not have a standardized process, thus generating unnecessary move-
ments, which affect faults found in other stations. This occurs because the plant does
not have a philosophy of quality in the position or economy of movements, creating
rework. Therefore, for a better flow of raw material, a total redistribution was chosen,
implementing an assembly line in conjunction with a conveyor belt in the space
intended prior to the cellular assembly. Additionally, because the work is sequential on
the assembly line, for the product to pass from one station to another, they must fulfill
the activities assigned. With this, the philosophy of quality in the workplace will be
respected by the operators, substantially reducing the reprocesses, that is, the defective
products and, also, eliminating transport problems, defects, and movements. Moreover,
the operator must have a slender working method, that is, have learned the necessary
activities over time to perform the assembly.

The plant distribution consisted of the following jobs: (A) Part classification,
consisting of two operators. At this stage, the unpacking of parts and engine is carried
out, as well as, the preparation of bolts and parts for distribution in the four assembly
stations. (B) Pre-assembly, consisting of two operators. This position is responsible at
the macro level of the assembly of motorcycles, that is, activities such as the connection
of the engine, rims, battery and electrical cables to the chassis. (C1) Upholstery, with an
operator, the same responsible for placing the sponge, seat and leather upholstery on
the motorcycle. (C2) Assembly line, consisting of eight operators, distributed in four
stations, responsible for the complete assembly of the motorcycle. (D) Quality control
and packaging, with an operator, which has responsibilities that ensure the proper
operation of the motorcycle, i.e., the mechanical and electrical system, in addition to
the packing and transfer to the final product hold. Furthermore, an assembly line
balancing was proposed; thus, the assembly line is more fluid, and there are no stops or
agglomeration at the different stations. This swing is done by taking each activity of the
motorcycle assembly process identified in Phase 1.

Once the plant distribution was proposed, the 5S tool was implemented, which
consists of the stages of project socialization, initial audit, material requirement, staff
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training, tool execution, and auditing terminate. The initial audit serves as a funda-
mental basis for determining the starting point and the main aspects to be improved
within the assembly area; a list of resources for the correct implementation of the 5S is
subsequently drawn up. Training of staff is essential at the time of execution of the plan
since the operators will be in charge of the care of their work area; this training will
feature the objective of the 5S, a brief description of the tools and the strategy for their
implementation. Once the implementation of 5S is completed, it is necessary to verify
the measure of compliance. For this, a continuous review of each technique used is
carried out, through a quarterly audit of the state of the plant, using a 5S audit format.

Finally, for the development of the Pull System, it was necessary to have an
adequate forecast, based on only manufacturing what will be sold. For this purpose, the
Holt-Winters method was used, which is a softening exponential triple forecasting
method, that considers both levels, trend, and seasonality of a given time series [23].
Once predicted the sales quantities, it was necessary to calculate the capacity of the
plant to determine the number of operators needed to meet demand in peak periods,
through aggregate planning. With the use of the production master plan in conjunction
with the above, the units and time periods to be produced will be reflected, allowing
better control of the assembly line.

2.4 Simulating the Future Situation

For the development of this phase, since it is a simulation of discrete events, the
following steps were performed: (1) formulation of the problem and determination of
the objectives; (2) system modeling, which consists of creating the system design for
simulation; the model must have the characteristics of the system (e.g., entity, attri-
butes, and relationships); (3) implementation of the model on the computer using the
simulation software; (4) program verification; (5) model validation; (6) simulation
design and pilot tests, where the number of iterations and input variables used are
determined; (7) simulation execution; (8) results analysis; and, (9) documentation [24].

Fig. 3. Simulation of the future state of the motorcycle assembly line.
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Figure 3 presents the simulation of the future situation of the assembly line, based on
the three most representative motorcycles.

Table 1 reflects the time distributions for the entire assembly line. The times used
for the simulation were based on the times observed by [20], with which a distribution
fitting and statistical data analysis was performed for simulation. As a result, it was
obtained in a normal, exponential, and logarithmic normal statistical distribution,
granted by the Stat::Fit software [24]. The simulation considered a normal working day
within the assembly plant, which works nine hours a day (540 min) for five days a
week. To model the future state of the plant, 30 replicas were made for each motorcycle
taken as a case study, obtaining a daily total of 57 motorcycles (throughput) model M1,
45 of the model M2 and 54 of the model M3, which allowed to verify the system
stability decreasing variability presented by the times of each model. It should be
mentioned that for testing were considered slender working methods, and that the
operator already has an accepted experience to perform the work without a problem.

3 Results

As mentioned in the previous section, plant distribution was used for the change from
the production system to the assembly line. By calculating the capacity of the plant and
the hours necessary for the fulfillment of the amounts given in the forecast for the year

Table 1. Distributions time for the proposed simulation.

Localization Cycle time probability distribution (Second)
M1 M2 M3

Classification Exponential
(405, 5.36)

Exponential
(377, 46.1)

Lognormal
(576, 2.13, 1.52)

Pre-assembly Lognormal
(386, 3.6, 0.198)

Normal
(488, 19)

Normal
(504, 6.9)

Assembly line Station 1 Normal
(455, 5.62)

Lognormal
(491, 2.72, 0.114)

Lognormal
(569, 3.41, 0.383)

Station 2 Lognormal
(432, 2.4, 0.611)

Lognormal
(449, 2.82, 0.21)

Lognormal
(612, 3.11, 0.464)

Station 3 Lognormal
(449, 2.08, 0,721)

Lognormal
(494, 3.16, 0.138)

Normal
(558, 19.4)

Station 4 Normal
(441, 7.46)

Lognormal
(0.178, 6.16, 0.00464)

Lognormal
(427, 4.38, 0.171)

Upholstery Lognormal
(370, 4.14, 0.25)

Lognormal
(514, 4.37, 0.408)

Lognormal
(313, 5.43, 0.211)

Quality control and
packaging

Normal
(459, 23.2)

Lognormal
(198, 5.86, 0.093)

Lognormal
(534, 3.66, 0.688)

Note: Lognormal (c, µ, r); Normal (µ, r); Exponential (c, µ); µ = Mean; r = Standard
deviation; c = Localization
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2018, it was determined that only 14 operators are needed, and not the 18 currently
present in the plant. Operators would be distributed as follows: two operators for the
classification area, two for pre-assembly, eight for assembly (two operators per station),
one operator for upholstery and one for quality control and packaging. In addition,
remaining operators must be trained in the working method.

Comparing the two production systems (cellular work assembly and assembly line)
an average decrease of 40% of the standard assembly time of the three models, pre-
sented in Table 2, could be determined. This reduction is mainly due to the elimination
of unnecessary movements and rework; this since activities that do not add value,
within each process, were eliminated and considered in the simulation of slender
processes. To determine the times of the four remaining models, the percentage
decrease in average time was considered when changing the production system, which
is 40%. This reduction was applied to the standard time of the cellular assembly given
by [20], thus theoretically determining the standard times in minutes of the missing
models, that is, M4 = 90,24, M5 = 87,31, M6 = 73,18, and M7 = 91,07.

Figure 4 shows a comparison among the capacity of motorcycles assembled daily
in both work cellular assembly and assembly lines and the increase obtained by the
change of the production system. By decreasing the standard time, an increase in the
daily capacity of motorcycle assembly can be observed. Therefore, as a result of the
considerable reduction in standard time, an increase in plant capacity with an average
of 30% of assembled units is attributable. The aggregate planning details that with the
times obtained for the assembly line and the capacity of the future plant (14 operators),
the company can work under the concept zero inventories, since there is no need to
obtain several motorcycles in stock to meet the requirements of the coming months.

In the current situation of the selected models, a production of 6.7 motorcycles/day
per work cell was obtained, i.e., a WIP of 0.7 since at the stations there are half-
assembled motorcycles in the day, which also generate an inventory. With the
assembly line, this WIP will not be created since the motorcycles that start on the line
will end their assembly process and subsequent storage in the warehouse; therefore, it
entails the increase of production and the decrease of time. In addition, by improving
the throughput in the production of motorcycles, there was an increase of 11 units per
day, in contrast to six units per day (current throughput).

Table 2. Decreased time in the assembly line.

Model Standard time cellular (min) Standard time line (min) Percentage of decrease

M1 103,69 59,25 43%
M2 114,87 76,60 33%
M3 119,29 67,25 44%
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4 Discussion

Competitiveness is one of the most critical challenges facing organizations today.
However, for companies to be robust, they cannot rely solely on low production costs,
but on seeking continuous improvement, which can result in the use of information
technologies, product differentiation and innovation in the portfolio of products. In
addition to factors of reduction of inventories, costs, increase in productivity and quality,
this study managed to eliminate unnecessary activities within the operational process,
obtaining a significant decrease in waiting times, the reduction of process times and
increased assembly capacity of the plant. For example, by standardizing the working
method, it was possible to reduce assembly operating times by up to 40%. This result
allows the company extra time available to make more products, and thus, increase
productivity, as this significant reduction achieved a 30% increase in motorcycle pro-
duction in the same period and a WIP decrease. In addition, it is shown that the total
disposal of products-in-process and stock is possible thanks to the implementation of the
Pull System; thus, reducing spaces intended for their storage, as well as the costs
generated. This method also allowed for savings in working capital since there are no
fixed resources because the stored inventory is solely intended to meet market demand.

Thus, the advantages present in the plant when working through an assembly line
are summarized in: control in production times (shorter times), higher productivity by
increasing production with lower resources, better workflow and reduction to
11 min/motorcycle of takt time, i.e., the average time between the start of production of
one product and the start of production of the next. While, by decreasing the processing
time leads to an increase in the available time, which transforms into increased pro-
ductivity, since, taking as an indicator the production capacity of the same, an increase
of 30% is achieved. This, in turn, directly influences the monetary benefits of the
organization. On average, a motorcycle profit of $3K is currently earned, while, with

Fig. 4. Comparison of assembled motorcycles between cellular assembly (current situation) and
assembly line (future situation).
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the new production system, by getting a cost reduction and by working at full capacity,
this benefit would increase up to $4K per motorcycle.

The implementation of the 5S tool, as a practice of LM, represents a significant
reduction in the waste within the plant, since the application of this tool allows to have
an orderly workplace and use of machinery strictly necessary for the production pro-
cess. It is important to note that, unlike several authors, who base their studies on the
5S tool as initial part of a LM implementation [22], this study focused its first changes
in plant distribution, since a modification of the productive system is proposed by
moving from cellular assembly to assembly line, and then, once the end-floor distri-
bution is determined, focus on the principles of 5S.

By applying the Pull System, it was able to reduce stock levels and product
inventories in the process (WIP) to the minimum possible. This system is only based on
the production of customer demands. Therefore, it is essential to determine the needs of
the market through forecasts. For this study, the Holt-Winters method was used, which
is a highly trusted method for developing forecasts in short time periods. The results of
the simulation show a 90% reduction in the inventory levels of products in process,
thus achieving better management of resources, as well as, the release of the space that
the warehouse area of work-in-process occupied. These spaces were reorganized by the
distribution of the plant for the quality control area, obtaining a better flow of parts.
This solves the sequential and interdependence problems among the different jobs
mentioned above. This is because when working in an assembly line, it is possible to
identify process gaps at the exact point, reducing over-processing.

In addition, and differing from studies found in the literature, the validation of the
LM tools of the present case study, except the 5S tool, were given by simulating
discrete events with real data raised in the company. For instance, through the simu-
lation of the current situation of the company, it was possible to determine the number
of iterations, obtaining 30 replicates and with a period of a warmup for each motor-
cycle, taking for granted the stability within the modeled system. Also, executing the
model taking into account a normal working day within the assembly plant, that is, nine
hours a day (540 min) during the five days of the week. These fundamentals give
confidence that the results obtained are a real guide as indicators of the improvement of
the organization. This also allows demonstrating the theoretical results to a situation
close to the real, since, considering the statistical distribution of the times of each
workstation (Table 2), the system presented stability in the replicas performed in the
simulation, delivering standard times for the future situation without varying samples.
However, simulation should be considered as a scenario where the stability of product
orders is constant, and operators are fully trained and with the necessary expertise.

5 Conclusions

At the end of this study, it was possible to verify that the optimization proposal, based
on LM, presents positive results within the assembly plant case study. This is achieved
with the help of simulation, because it can make decisions without modifying the
physical plant, taking into account the company’s data. The plant distribution served as
the basis for optimization since an assembly line was implemented, with a sequence in
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the product flow. This eliminated movements that do not add value and a reduction of
processes and defective products, in addition to reducing the distances traveled, thus
achieving a substantial reduction in production times and reducing the WIP.

By implementing the Pull System as a basis for production, the amount of WIP was
reduced because only motorcycles will be assembled according to market requirements.
In this manner, the return on investment will be achieved in a shorter time, since the
company’s resources will be allocated only to the assembly of the products that it has
planned to sell according to historical data forecasts and market trends. Similarly,
working under this system will eliminate the products-in-process and in turn, the space
used for this purpose within the production plant, reducing the cost of over-inventory
storage. In addition, product quality problems will be reduced because they will be
assembled into an ideal minimum lot size (piece by piece), and greater flexibility will
be obtained by responding appropriately to market changes.

As limitations within the proposal, it is found that the impact of the 5S tool can only
be evaluated or found when implementing it in the company. Similarly, the Pull System
as a demand-based system cannot be verified until its application, but using the forecast
performed with the data delivered by the company, its success is estimated. The study
is a basis for future analyses, where other tools such as Total Productive Maintenance
(TPM), SMED and Kanban can be included, and even total development as is the case
with the Pull System, it can be converted in its entirety to a JIT (Just in Time)
production philosophy for better results. Together, these tools can significantly reduce
all waste that afflicts most industries daily.
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Abstract. This research seeks through the simulation software FlexSim 2017 to
model, analyze, visualize and optimize the automobile painting process in a
mechanical workshop whose areas are: preparation, sanding, painting, baking,
washing and storage of automobiles. The methodology used is field research,
applied, qualitative and explanatory, obtaining statistical data that is analyzed
through the use of software libraries such as Fluid, Time Tables, Process Flow,
Expert-Fit and Experimenter. The results of Experimenter identify the bottle-
neck and on the basis of the simulation, productivity is improved by 27.45%,
which represents the processing of another car in the sanding area. These results
can be replicated to other industry workshops, achieving substantial improve-
ments in productivity.

Keywords: Process simulation � FlexSim � Bottleneck � Automobile painting �
Productivity

1 Introduction

Nowadays, due to the high competitiveness in the industry and in business, it is
necessary to have efficient processes to generate high quality products delivered on
time and at the lowest possible cost. To achieve this goal, different alternatives are used
such as experimenting in the real system, which generates very high costs due to not
experimenting with a model through simulation [1].

Computer simulation allows us to understand the reality and complexity of a
production system through the construction of artificial objects and dynamic experi-
mentation before interacting with the real system. For this it is necessary to build
models that represent reality and that can be interpreted by a computer [2].
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The simulation results allow to compare the performance of a system within several
scenarios for decision making. The use of a model represents an appropriate didactic
support in subjects related to production management [3] since it allows to analyze
cases of companies with an efficient management of their processes with data and
scientifically proven facts, it is possible to identify improvement opportunities in their
processes [4]. The simulation links effects in the process analysis and allows to
rationally manage the development of the manufacturing system in different time
frames [5].

The simulation technique is used as a tool for making decisions regarding the
optimization of resources and its favorable impact on the current level of productivity
[6]. The decision making related to the production management of a manufacturing
system requires the development of a simulation model that allows the user to verify
the current production capacity and the future proposal [7]. The simulation models are
built taking into account the conditions and parameters of each production system to
compare with those obtained at the end of the simulation of each model [8]. To show a
concrete scenario of simulation from a random perspective in practical models using,
for example, the FlexSim software requires the understanding of the elementary con-
cepts that make up this analogy, which will help to avoid failures [9, 10].

The objective of this work is to simulate the automotive painting process to allow
the company to model, analyze, visualize and optimize the behavior of its processes.
Fictitious representation of this reality makes it possible to improve productivity by
implementing improvements in processes, resources, products and services in a
dynamic model. With the use of Flexsim 2017, the simulation model has the ability to
consider complex interrelated tasks and project them through the realization of many
alternative combinations in seconds, facilitating the decision making of the model that
better fits the objectives set.

2 Theoretical Framework

Flexsim is an object-oriented software used to develop, model, simulate, visualize and
monitor a real system or process. It allows the modeling of objects in 2D and 3D with
the focus on the development of industrial systems and warehouses, also uses objects
from other design software packages that includes AutoCAD, ProE, Solid Works,
Catia, 3D Studio, AC3D, Rivit, Google Sketch-Up, etc. [11, 12]. FlexSim is used by
leading companies in the industry to simulate production processes before taking them
to real execution. It has a variety of object libraries to simulate industrial methods, each
object has its own graphical user interface that is used to add data and logic. Compared
with other simulation software, it is the only one that creates an environment that is as
close to reality [13], this program allows us to interpret, understand and analyze the
reality and complexity of a manufacturing process by providing several alternatives for
decision making in order to reduce waste in the process [14]. FlexSim offers the option
to simulate different scenarios and variables with different changes and all simultane-
ously. This is the reason why it becomes the main choice of companies to plan and
create efficient organizational manufacturing strategies [15]. The FlexSim software is
established as a good alternative to simulate due to its large section of libraries and
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objects that allow to deal with much more complex situations without having to write
software code [12].

The use of tools in Flexsim as Process Flow presents a faster and more accurate
construction process of the model, for this reason it allows the development of all the
details, parameters and estimation of the main indicators that characterize the pro-
duction process [16]. Taking this application approach the simulation technique using
FlexSim, allows to develop precise and efficient simulation models for manufacturing
processes, queue systems, inventory systems, investment projects, flight simulations
and aerodynamic tests, driving simulations and car crash, natural disasters, defense
strategies, layout design, chemical reactions, etc. [17].

3 Methodology

The development of the research and the experimental design is carried out based on
work study and statistical analysis of variables.

3.1 Experimental Design

First, a statistical study is carried out to validate the effective execution of the arrivals to
the simulation model for this case study. Second, using the AutoCAD software, the
layout of the company is identified and elaborated. Third, in Flexsim’s 3D design, the
statistical values are entered in the objects that simulate the processes of the production
cycle. Then several elements that were exported to FlexSim are designed using pro-
gram file extensions such as stl or sk. Then, with a graphic structure of the simulation
already implemented, the different entities and locations that simulate the different
processes of the cycle time are incorporated. With the defined entities and locations,
events and system states are programmed. Finally, the resources, attributes and vari-
ables that represent the cycle time are defined and the simulation is executed with the
different experiments focused on optimizing the bottleneck of the system.

3.2 Work Study

Based on the process diagram in Fig. 1, the process variables are determined: waiting
time and production capacity.

Based on Eq. 1, time study is carried out in the different processes that comprise the
manufacturing of the product and the sanding process is identified as the bottleneck of
the system, these data serve as the basis for modeling the simulation. To do this, the
total value of the cycle time must be established, considering the necessary supple-
ments as basic fatigue that represents 4%, 5% for personal needs, 2% of slack for
standing, 2% for abnormal position uncomfortable (flexed), 2% of use of force (lifts
15 lb), 5% related to atmospheric conditions and 2% for strong intermittent noise,
values established using the general electric table [18].
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Standard Time ¼ Normal Time * (1 þ Allowances) ð1Þ

Once the calculation of the time is done, the total time of the work cycle whose
value is of 7.01 h is determined. The throughput is calculated dividing one for the
standard time, which in this case is equivalent to 1.14 daily units or 6.27 units per
week. Using Eq. 2 from Little’s law, work in process (WIP) will be obtained through
simulation.

Avg:Lead Time ¼ Work in process
Throughput

ð2Þ

3.3 Statistical Analysis

The study is based on an initial sample with pseudo random numbers which are the
basis of the design to be simulated. Then the mean and the standard deviation are
calculated for a larger vector that represented approximately 1000 numbers using the
Excel calculation software; thus, the greater the sample, the statistical study has better
precision. The Kol-mogorov-Smirnov test (also known as the K-S test) is performed on
these values in order to determine the uniformity and independence. The results were
positive and identify the best distribution for the process under study.

When applying the Expertfit tool of FlexSim, the generated sample is compared
with the different types of existing distributions, initially showing 3 models that could
have an acceptable relationship level. The tool will place in first position the one that
best represents the data model entered, in addition to other parameters, which are the
basis of information for the programming of locations or attributes as appropriate for
the statistical distribution of arrivals. Some libraries like ExpertFit, Experimenter
among others need the activation of the software license.

Fig. 1. Path diagram of the automobile painting process
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Based on a comparison between the different experiments, we identify that the
Weibull E, Beta and Johnson distributions adapt to the data, and through the Kol-
mogorov test we obtain that the optimal distribution type is Beta. At the end the
software shows the parameters that will be used in Flexsim for the arrivals, see Fig. 2.

4 Results

4.1 Modeling on FlexSim

Using the AUTOCAD software from a 2D plane, all 3D objects are designed, see
Figure 3. The design of the car painting workshop in each work area is done by placing
the necessary elements for the simulation imported from AUTOCAD, then the icons
extracted from the FlexSim library are changed by others, so that the simulated process
is as close as possible to a real environment, see Fig. 4.

Fig. 2. Statistical calculation provided by Expertfit 2017

Fig. 3. Design of facilities, from AUTOCAD 2013.
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For the Flexsim implementation, the standard time of each process is needed, the
same ones obtained through the time study. With the identification of the bottleneck
that restricts the flow of the system a possible solution will be considered by means of
the Experimenter tool that shows a series of possible scenarios of which in some of
them a leveling of the work load will be shown. This improvement can be interpreted
as the increase in machinery or labor force, as shown in Fig. 5.

Fig. 4. Design of facilities, from FlexSim 2017.

Fig. 5. Implementation of improvement scenarios, from FlexSim 2017.
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4.2 Application of Experimenter

There are three ways to add capacity to a process that will help reduce utilization and
lead time. The first is to reduce the stochastic nature of the product arrival rate, the
second would be to add a machine, and the third is to reduce the waiting time in the
machine. There is a persistent notion that a smaller reduction in process time does not
have a significant influence on waiting time and throughput. The reasoning is that the
processing time only represents 5 to 10% of the total performance time.

To search for an improvement proposal by implementing simulation scenarios
using FlexSim’s Experimenter in which the capacity of the sanding process is
increased, first determine the number of expected arrivals in the simulation time period
which in this case are 7 cars, then the actual arrivals are measured, which represent 5.5
vehicles finished on time. This reveals that this workstation is the bottleneck. This
identifies that there is a work in process (WIP) of 1.5 cars in the sanding zone. To fulfill
the objective, an assumption is used: 2 entities can be attended at the same time for one
week (8 working hours from Monday to Friday and 4 extra hours on Saturday) and
finally the experiment is carried out. Figure 6 shows, in the second simulation scenario,
that when adding capacity for machines in the painting process, the maximum pro-
duction capacity is stabilized, passing from 5 to 6 automobiles. This indicates that the
painting process has ceased to be the bottleneck. This result will be the new base, and
then more experiments will be done until finally reaching the expected arrivals at the
beginning.

Fig. 6. Experiment scenarios from FlexSim 2017.
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4.3 Application of Time Tables

To show a simulation that is much closer to reality, we set up a work schedule whose
working time starts at 8:00 a.m. to 5:00 p.m. with a break time from 12:00 a.m. to 1:00
p.m. it is observed in Fig. 7.

To create the schedules in Flexsim, in the tool box section choose the time table
option and proceed to select all those elements that will be influenced by the desired
schedule. Finally, the table option indicates the work schedule to which the workers are
governed.

As a result, it is obtained that the machines are marked from a yellow box as shown
in Fig. 8, indicating a work break that is at a resting time or outside working hours.

4.4 Application of Process Flow- TaskExecuter

To create a new Process Flow, the Task Executer option is selected to show the paint
transport flow of one of the operators, such as the Source. The Wait for event option
keeps the token until a certain event is activated, this activity verifies if that event
occurs in the simulation model. When that event occurs, the tracking that is given to the
selected process flow (token) is released.

In order to clarify the coding, some operations will be briefly explained below. In
the first Wait for Event the properties are modified as indicated in Fig. 9. In the Event
option, the dropper is clicked and in the 3D model the operator is selected and when a
sub-menu is displayed, the option OnRe-sourceAvailable is selected, and in row 3 of

Fig. 7. Work schedules, from FlexSim 2017
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Fig. 8. Showing resting times, from FlexSim 2017

Fig. 9. Property window for Wait for event, from FlexSim 2017
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the table in Next TS the Label Name is used as nextTask and in operation the assign
option is selected. In the option Decide, the Send Token To box is modified, as shown
in Fig. 10.

To track the flow of the Tokens of the Travel that is made to the worker, the
dropper is taken and the queue is selected, which in this case is the paint shop and the
Wait until complete option is active. In the second Wait for Event the waiting char-
acteristics are changed, selecting the object that the operator is in charge of trans-
porting, but in the sub menu OnStartTask is selected, it is given a time of 10 s to rest in
case of no material.

In Fig. 11. we have the left view of the 3D model and the right view of the
TaskExecuter. When there is a car in the baking process, the operator moves carrying
the paint and rests when the assigned transport activity ends and a new order is awaited.
The right view shows the Process Flow of the model´s Token.

4.5 Application of Fluid Library

In many real systems the materials are not necessarily discrete pieces but fluid, however
“A Fluid Model” presents the fundamental concepts to build a hybrid model (discrete
material and fluids) in FlexSim. In many real systems the materials are not necessarily
discrete pieces but fluid, however “A Fluid Model” presents the fundamental concepts
to build a hybrid model (discrete material and fluids) in FlexSim. In this case study, two

Fig. 10. Configuration of elements that shape the process Flow from FlexSim 2017
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fluid generators are used, which are for the containment of water and soap, as shown in
Fig. 12. The generators have a capacity of 500 L and 300 L as it is necessary to wash a
car an approximate 500 L [1].

Fig. 11. Run of the task execution, from FlexSim 2017

Fig. 12. Design of water and liquid soap storage tanks, from FlexSim 2017
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Pipes are used that carry the fluids to a mixer that defines the amount of water and
soap for the mixture. The coding is shown in Fig. 13. Then the liquids that are passed
to a storage tank with a capacity of 2,000 L are mixed where the mixture will be
dispensed as the car arrives at the auto-wash zone.

Then a Fluid to Item is used whose output connects to a Combiner which takes the
car plus the water that it generates as an output product. The final design for a car wash
is shown below in Fig. 14.

Fig. 13. Fluid Mixer properties - mixes-part 2 Configuration, from FlexSim 2017.

Fig. 14. Final design of the automatic washing area through the mix of water and liquid soap,
from FlexSim 2017
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4.6 Improvement Proposal

Based on the bottleneck found in this system, the simulation is performed by placing an
additional operator in the process. Then the standard time is calculated again using
Eq. 1, obtaining a decrease of the cycle time to 5,175 h. Then, Eq. 2 is applied,
obtaining that as a result the company shows a production capacity of 1.54 units per
day or 7.72 units per week, which implies an increase of 27.45% in relation to the
starting initials.

5 Conclusions

Through Flexsim it is possible to design different types of simulation models that allow
to make correct decisions in the production systems according to the requirements of
the company. An immediate benefit is that it avoids having economic losses since the
simulation is done in a virtual way and allows to compare results with the real
environment.

In the study carried out, it is determined that the bottleneck is in the sanding
process, by proposing a second simulation scenario in which the area is increased to
two stations, generating an increase in capacity of approximately one and a half car. In
addition, in the second scenario, the flow of production capacity is leveled, since for a
third and fourth scenario production is at the same level, that is, 6 cars in the week due
to the established time of work in each of the areas.

The process of bottleneck (sanding) was experienced by increasing a worker. The
results show an increase in production capacity from 6.27 to 7.72 units per week, which
implies an increase of 27.45%. By inserting more scenarios for the sanding area with
more processes, productivity is maintained in all scenarios, since arrivals are around 1
car per day.

Based on the study of modeling and simulation of the process of painting a car, the
improvement of this tool is evident, which implies profit in money and time for the
company. In this way different industries could carry out experiments verifying the
bottleneck and giving an immediate solution to it without losing money and time in real
experimentation when implementing a proposal without certainty of the benefit.
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Abstract. The research consists in the study of cutting workplaces, in order to
subsequently develop an ergonomic evaluation of the workers in this area and to
obtain results of the ergonomic risks associated with the work. It could be
determined that the appropriate method for the ergonomic evaluation was
RULA. Once these workplaces had been evaluated in the traditional way, the
postural risk evaluation system was developed and programmed. This system
works with the Kinect V2 sensor, specifically with the depth, skeleton tracking,
and color sensors; the system determines angles and measurement points
between each joint of the body, each of them referenced to the value established
in the RULA evaluation matrices at certain times.

Keywords: Ergonomic evaluation � Sensor � RULA

1 Introduction

Nowadays, the inclusion of ergonomic principles in the design of production processes
is an important activity that is taking on relevant importance in companies; the main
reason being to reduce the Musculoskeletal Disorders (MSDS) that are generated in
jobs [1]. It is necessary to evaluate and measure ergonomic risk factors in order to
obtain a comfortable workplace. There are ergonomic risk assessment methods clas-
sified [2], as observational or indirect and direct measurement methods that present
disadvantages such as [3]: invasive, low precision, complex data analysis, being
applied only by expert assessors, high cost, among others.

Several ergonomists find them unsuitable for measuring risk in the actual work-
place. There are also semi-automatic assessment methods using 3D sensors and high-
tech software [4], where more and more research is being developed for these methods.
The use of sensors such as Kinect [5], can help to solve these problems because they
collect data more reliably (see Fig. 1), avoid measurement errors, the sampling fre-
quency can be increased due to the automation of data collection, making the risk
estimation more accurate and non-invasive [6].

It is possible to track body parts through the manipulation, control and monitoring
of a computer through the Kinect sensor applied to ergonomic risk assessment [7]. The
use of the Kinect 2 sensor presents the results with measurement accuracy and effi-
ciency in real time, being a real progress for computer vision tasks, allowing qualitative
and quantitative evaluation models [8].
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The capture of people’s movements and even manage a computer program with
total independence of cables or special clothes mounted with multiple sensors at dif-
ferent points of the body [9], make all these movements are captured by the sensor in
real time, at the lowest cost, allowing subsequent analysis of the data obtained and
therefore determine the level of ergonomic risk to which workers are exposed in the
production of footwear [10].

In the business environment, the aim is to determine some musculoskeletal dis-
orders [11], for example, the evaluation of the workplace in driving a car, where it
depends primarily on the repetitive movements of the driver and response times in each
activity [12]. On the other hand, there is the evaluation of jobs in general, since people
use the computer daily and the sitting position is not adequate, these symptoms are
created called “Office Workers Syndrome” [13]. Which is analyzed if a position of the
worker is inadequate this thanks to the non-invasive sensor of evaluation. Because the
data are taken from people in their respective activities and different trades or pro-
fessions such as: medicine, driving, office, industry, etc. These data are used as a means
of analysis to determine potential risks at work [14], in addition to being able to decide
whether an activity should be changed or eliminated from the worker. Going further to
data mining it has to be that the data taken from a worker can serve as a database of
training movements. Either for a rehabilitation system or send that data to robots and
thus be able to improve the activity in an appropriate mechanism of work [15].

Taking into account that the industry seeks the best interaction of the worker with
the job, methodologies such as RULA, REBA, OWAS, etc. are a case study [16].
Which seek to evaluate each job or activity in certain times of repetition. Now the
evaluation depends on the equipment used for data collection, which are classified in
two groups [17]: invasive and non-invasive devices. The disadvantage of invasive
devices is the discomfort of the worker at the time of being evaluated and the data may
not be accurate. On the other hand, if a worker in an assembly industry is evaluated
with a non-invasive sensor, the person will perform their activity normally, thus pre-
senting the real problems in the activity or improvements in it.

Fig. 1. Person in the evaluation environment with sensor location

Ergonomic Postural Evaluation System 275



www.manaraa.com

2 Methods

The purpose of the research is to develop a tool that facilitates and optimizes technical
management in the evaluation of ergonomic risks of occupational origin [18], in this
sense was taken into account, for the development of this work, the footwear com-
panies specifically in the area of cutting each of their activities.

2.1 Development Study

The first phase of this project is the development of initial planning to determine the
procedure and ergonomic assessment method to be used by applying an indirect
methodology. With this, the decision was taken to carry out an analysis of the cutting
workplace in the production of footwear, in which it was evident that most of the
repetitive efforts and movements during the working day were in the upper limbs. For
this reason, the Rapid Upper Limb Assessment (RULA) method [19], and the Rapid
Entire Body Assessment (REBA) method [20], are the methods initially selected to be
used as standardized ergonomic assessment techniques.

The traditional evaluation of work postures is based fundamentally on observation,
which is why the following is a list of the various cards applied for the study of work
and postural evaluation of cutting activity in footwear companies.

2.2 Convenience Sampling

The evaluation within the system is planned to work with 25 companies is met with the
evaluation sample of 25 cutting jobs in footwear companies, where the total population
evaluated participant in the research project was 70 people. The type of sampling
carried out was intentional or convenient, because for the study only the exclusive
personnel in manual cutting workstations were required.

2.3 System Systematization

The first execution parameter is the determination of the base Operating System, within
the specifications of Kinect V2, Windows 10 is established in its Pro version.
Requirements for Kinect V2: 64-bit (x64) processor, 4 GB memory, USB 3.0 con-
troller dedicated to the Kinect sensor for Windows v2, Graphics adapter with DX11
capacity for Microsoft Kinect v2 sensor [21].

The requirements are the basics for the initial operation of Kinect. For the initial
tests of the sensor commercial and free access programs were used such as: Brekel Pro
Body v2 [22]; Kinect capture software with a maximum of 6 people within a pro-
gramming environment with Unity. Kinect Studio and Visual Gesture Builder [23];
Kinect own applications, which analyze and record pre-established movements of the
body postures.

These programs and most Kinect applications have the ability to capture the person
in a frontal way. This poses a research problem of being able to obtain data from a
person in a lateral way (sagittal plane) [24]. The bibliographic research is based on the
types of sensors that Kinect has such as Depth, Skeleton and Color (see Fig. 2). The
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data that can be had with the Skeleton sensor are 25 joints of the body, while the depth
sensor allows to save data in captures of 3D frames [25]. The combination of these two
sensors makes it possible to obtain data based on the programming of a complete
rotation of one of these joints [26].

2.4 System Systematization

Initial Kinect tests, the initialization of the sensor has a procedure of physical recog-
nition of the Kinect, until the ignition of the same within the SDK (see Fig. 3).

Implementation of the system modules with a non-invasive sensor for the evalu-
ation of the workplace [27], to determine the Kinect processing and to improve the use
of the GPU a study is made with Kinect V2 and NVidia CUDA [28]. Therefore, for the

Fig. 2. System implementation in workplaces with different environments.

Fig. 3. Sensor processing stack.
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detection of people and the follow-up of RGB-D data, obtaining as a result that the
rates of obtained tables are better with respect to the use of CUDA in the processing.
This group of data is processed by different classes (see Fig. 4), which allow from the
capture to the evaluation and generation of the reports of each of the participants.

The data obtained from each articulation is stored for each frame captured, at
certain times. The averages are 52 columns and 1000 records (in rows) that are
recorded in Excel, this for an evaluation of 5 min. Each one of these data allows to
determine the position and the value to be obtained according to the RULA valuation
matrices. In addition, each group of rows is congruent with the frame that belongs to it,
the process of evaluation of RULA values [29].

The operation of the depth camera allows to determine the person in a workspace
obstructed by objects and different types of lighting. The skeleton sensor completes the
depth sensor, which determines the analysis points specified by RULA [30]. This
means that the skeleton sensor is mapped over the depth sensor. For the first versions of
the system with Kinect, it was used libraries and parameterization between Vitruvius
[31] and investigation of angles to obtain points in the axes x, y, z, which allows the
determination of the angles of evaluation of certain articulations of the frontal plane.

The interface model is based on a process of switching on the sensors (color, depth,
skeleton), the process of rapid analysis is contemplated, accuracy depends on the
evaluation time. The signals (green box) that a person is within the capture focus of
Kinect depends on a value of >1, correctly traced and <1 outside the evaluation range
of Kinect (see Fig. 5).

In the development process each Kinect procedure is based on the division of the
data into CSV with each corresponding frame. Having too much information in plain
text leads to implement a database in PostgreSQL for better response time in the query
of each frame with each of the output data capture sensor.

Fig. 4. Sensor processing stack.
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3 System Performance Tests

Initial tests of the system (see Fig. 6), are based on the detection of postures in
determined times, each evaluation counts on a sequential one that analyzes the points of
each participant until the activity is determined as repetitive or of inadequate posture.

The reports are generated based on the highest risk frames, for which the RULA
comparison tables are loaded, establishing a score for the final valuation. There are two
forms of reports for both group A and group B established by RULA [29] (see Fig. 7),
the final generation of the report depends on the evaluation time of the participant.

Fig. 5. Prototype implementation schema.

Fig. 6. Implementation of a system in workstations of a cutting company.
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For group A it is determined according to the RULA methodology that the
extremities of the body evaluated are the arm, forearm and wrist. On the other hand, for
group B it is determined according to the RULA methodology that the extremities of
the body evaluated are the neck, trunk and legs (static value). It must be taken into
account that the values obtained are a comparison between body and depth sensor data.
These data allow to establish an analogy of the capture for each frame which is created
for each second of the repetitive activities.

The system contemplates obtaining three frames that come from the n postures
evaluated in certain times. These three frames are managed internally by the data, i.e.
each capture entails the depth data that the body adjusts to the mean of evaluation of the
inadequate posture. Each inadequate posture or evaluated by the method entails the
study of the angles that exceeded for this posture in addition to the time of repetition in
the activity.

As a previous point of investigation, it was established that the data obtained in the
assessment of the wrist may contain errors, due to the distance of evaluation of the
sensor with the person. In order to parameterize these values and obtain data closer to
reality, it was decided to use an additional evaluation sensor which through stable
programming a deeper approach to the hands of the person evaluated. In projection the
turns of the wrists are determined by a rotation matrix which determines data in depth
of the person.

Once the evaluation is completed, we proceed to the creation of reports which, with
generated by the system, taking into account that, if there are additional data in the
methodology tells us that, if there is any kind of load, if the limb is on one side of the
body, if there are forced flexions, if abduction data, and so on. These data allow us to
determine the risk level of the posture or activity that the person is performing.

Fig. 7. Implementation of a system in workstations of a cutting company.
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4 Results

The method of development of dynamic systems, allows a restructuring based on the
requirements of evaluation of the postures of each person and the type of activity
performed (see Fig. 8). These activities are based on a previous study of the RULA
methodology, the valuation times are determined by the precision required by the data.
As it is a non-invasive system, it allows the worker to perform his task normally. In
addition to the evaluation of the system, an expert in evaluation by means of an angle
measurement instrument corroborates the data obtained with the sensor in the system.

The results are divided into two phases: The first phase, seeks to obtain the joints of
the person in a CSV configuration file, the saves an approximate 8000 tuples (rows) of
information. Each stored data is processed and tied with the frames corresponding to
the evaluation activity. The second phase, analyzes the data based on the tuples of the
CSV as an internal process, each frame of the 1000 that can be extracted from each
evaluation in a time of 5 min, is saved for the final report and the valuation belonging
to the positions determined by RULA [29].

The results were validated in the laboratory tests comparing the direct measure-
ments versus the measurements that the developed system took in the same position
and instant of time.

Taking the result of group A, the rating of the arm is 4 for the right side and 3 for
the left side. These values are obtained by the frame that establishes that the angle of
the arm was 41°, or; this means that the values of the evaluation angle in the
methodology exceeds 20° of extension giving a value of 2, after that is added 2
additional points because there is abduction and has the shoulder elevated (see Fig. 9).

Taking the result of group B, the value of the neck is 3. This value is determined by
the degree of flexion that the worker evaluated has which for this case is 57°; this

Fig. 8. Development of dynamic systems (real-time evaluation method).
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means that the values of the evaluation angle in the methodology exceed 20° of flexion
giving a value of 3, this is determined by a certain time of valuation that is contem-
plated in the RULA methodology as repetitive activity (see Fig. 10).

For more detailed information, the evaluation parameters of the system are pre-
sented. The data obtained from the neck within the template is determined by (see
Fig. 11); the activity performed by the person, the evaluation side with respect to the
sensor, the percentage time of the frames, the time that the activity lasted with that
working angle, the total number of frames within a range of 1 to 5000, time and date of
evaluation, the angle, the most representative frame for the report and finally is
determined based on the percentage of type and the most inappropriate posture with the
frame selected for a previous result of the risk level.

Therefore, the final score of the RULA assessment method within the system tells
us that for the right side we have a risk level 4 and for the left side we have that the risk
level is 3 (see Fig. 12). These determinations and values are born from the RULA score

Fig. 9. Scheme of results produced by the system, group A.

Fig. 10. Scheme of results produced by the system, group B.
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tables. Each value was from the systematization of the data corresponding to each
person evaluated. Once the results are presented, they are validated with respect to the
visual perspective of the frame found with the highest level of risk, which additionally
allows access to the other frames obtained in that evaluation time.

Fig. 11. Summary of results after valuation.

Fig. 12. Format of the report of the result of the evaluation and ergonomic risk assessment
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5 Conclusions

The semi-automatic system of ergonomic evaluation with the developed sensor proves
to be a non-invasive method that allows the worker to carry out his activities in a
natural way making the data more real and reliable, allowing also the discovery of the
ergonomic risk associated to the postures in a task with precision, thus reducing the
errors of estimation of measures taken by the evaluators with a direct measurement; in
addition that reduces considerably the time in the development of an ergonomic
evaluation.

The ergonomic evaluation method recommended for the development of the soft-
ware in the cutting activity is the RULA method, because the activity has a high level
of repeatability and requires the movement of the upper extremities, in addition its
application in real working environments is more recommended.

In manual cutting, of the companies studied with this type of cut, 33% have level of
critical risk in the workplace, so it is recommended according to the methods of
postural evaluation that changes are made in the task urgently. And 67% of the
companies have a high level of risk in the work area, which indicates that a redesign of
the task or job is required. Determining based on these results that manual cutting
activity is riskier than die cutting activity. Therefore, the ergonomic evaluation system
with the non-invasive sensor found performance levels of manual jobs at 13% for jobs
that may require task changes, 65% for jobs that require task redesign and 22% for jobs
that require urgent changes in the task of 23 evaluated manual cut jobs.

Acknowledgments. The authors would like to thanks to the Technical University of Ambato
(UTA) for financing the project ‘‘System of Evaluation of Postural Risk Using Kinect 2.0 in the
activity of Cutting of the Production of Footwear for the CALTU Ambato”, for the support to
develop this work.
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Abstract. The modeling, simulation and analysis of the energy conversion
equations describing the behavior of a hybrid system of wind turbine and bio-
mass system for power generation are presented in this paper. A numerical
model based on the aforementioned equations, encoded in MATLAB and the
results were compared with the experimental data. The model predicted quite
interesting results compared to the experimental data provided by the EMAC EP
under various conditions. This study seeks to contribute to the new demands of
future energy for the City of Cuenca, its possibilities for expansion according to
the Territorial Planning Plan and with a vision that this electric energy be part of
a reliable and growing smart grid.

Keywords: Renewable energy � Wind turbine � Biomass � Modeling �
Simulation � Smart grid

1 Introduction

Renewable and non-conventional energy generation methods such as wind, solar,
hydropower, biomass, geothermal, thermal storage and waste heat recovery power
supply solutions for remote areas such as the localities surrounding the Pichacay Landfill
in Cuenca - Ecuador, which are not directly accessible by the Electricity network. The
hybrid renewable energy system is an integrated system of two or more renewable
energy systems, and can complement each other, provides a higher quality and reliable
power source independent of the utility’s grid network [1–11]. Plants are wind/biomass
become an increasingly attractive option, as the price of fossil fuels and land increase and
the cost of thermal technology [5]. Although biomass power plants can operate con-
tinuously, they can be costly, supply chain security and mass transport [9].

In Cuenca-Ecuador, due to its agricultural nature, residual biomass is a renewable
source of energy with a high potential for use. Bioenergy or biomass energy, is a type
of renewable energy from the use of organic matter formed in some biological process.
Another study was proposed by the references [12] for the implementation of hybrid
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systems in the rural area disconnected from the electrical network. In our case we will
analyze and compare the theoretical part of the system proposed with the experience in
the field, precisely in the sanitary landfill of Pichacay, a place where solid wastes are
treated mainly of the City of Cuenca in Ecuador.

The system consists of a motor element, alternator, heat recovery system and
auxiliary elements. It would involve the construction of an installation to consume the
gas and wood waste for the production of electric energy and the use of the power of
the flue gases to generate the steam with which to heat the water for the dryers of wood.
A long term can save on consumption and the cost of energy [20].

Cogeneration is defined as the sequential production of electrical and/or mechanical
energy and the energy of energy is used in industrial processes from the same primary
energy source, and is today an alternative as a method of energy conservation for the
industry according to the policies of regional economic globalization and the inter-
national policy aimed at achieving sustainable development.

A highly efficient and low emitting concept that has been considered for the future
is the hybrid gas turbine high temperature [12–18]. The use Elliott, P. and Booth, R. as
well as Organic Rankine Cycle (ORC) plants depends on the temperature and state of
flue internal gas flow [19].

Use trash waste to generate energy another alternative for remote houses or a
different way to generate energy, where the electric grid does not reach. But it should
be noted that in Ecuador there are very few places where the biomass resource is really
constant and there is a demanding treatment, this is the case of Pichacay in Ecuador.

The Sanitary Landfill is one of the components of the Pichacay human and envi-
ronmental development complex, which is located in the parish of Santa Ana, 21 km
from the city of Cuenca, on the edge of the Parish of Quingeo.

Its operation began on September 3, 2001, in compliance with strict standards for
this type of sanitary equipment. On December 14, 2002, the ministry of environment
granted the environmental license.

Due to its technical, environmental, occupational health and safety characteristics,
it maintains an integrated management system based on international standards ISO
9001, ISO 14001 BSI OHSAS 18001.

It is a large opportunity the generator of energy in rural areas in isolation in the
electricity network of the company supplying energy [18, 23], in these areas it is
convenient to install hybrid generation systems especially in Pichacay is considered to
be a procedure more than Biomass generation system can be summoned with solar and
wind systems, in this case in particular has been considered the wind system of the
geographical area it is possible to implement small wind turbines as mentioned in [26,
27]. The viability and importance of solar energy use in global electrification also have
been presented in that review and analyzed [21]. Another study was proposed by
Damen [22] for implementation in rural areas disconnected from the grid in Sao Paulo.
The code HOMER was used to optimize that hybrid system. In addition, other studies
were presented on PV-wind-battery hybrid and PV-wind-diesel-battery hybrid intended
for rural electrification in Europa [23–25]. For the purpose of validating this simulation
model, the energy conversion equations were coded with MATLAB.
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This paper is concerned with the main heat and mass transfer mechanisms taking
place in a hybrid system of biomass based gas turbine and wind turbine for power
generation and heating of the urban centers adjacent to the Pichacay landfill, such as the
Patrimonial Center of Quingeo, Urban Center of Santa Ana and urban center of the
Valle. A numerical simulation using one dimensional model is presented hereby to
describe the process as well as thermal behaviour of associated system.

2 Location of Research

The sanitary landfill is located in the Parish of Santa Ana very close to the territory of
the Quingeo Parish. The zone of delimitation between these two sectors is the River
Quingeo. See Figs. 1 and 2.

Fig. 1. Location of the Pichacay Sanitary Landfill.

Fig. 2. Pichacay Landfill geographic environment.
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In addition to generating electricity from the biomass, also takes advantage of the
wind resource of the place since from the high peaks of the river Quingeo and its
surrounding areas cause large wind currents and form a wind tunnel downstream
overcoming for several hours of the day the 4.5 m/s, for this reason is the production of
wind energy in the sector, for the moment on a low scale that may in future be better
exploited, nevertheless we consider the model of a hybrid system for the present study.

Next, in the Fig. 3 we can identify the power station where it receives the energy
contributions, both the biomass, wind and future can increase other contributions of
another type of renewable energy, however it should be clear that adjustments and
calibrations must be made to receive new contributions. In our case study we con-
template it without connection to the electrical network of the local trading company.

3 Mathematical Modeling

In the following sections, the energy conversion equations of the biomass energy and
wind energy into an electrical energy are presented for locality Pichacay.

3.1 Biomass Simulation

The main function of the bio-gas heater is to satisfy the buildings heating requirements
and operate as a back up system in case of maintenance or malfunction of the main
geothermal based heating subsystem. Thus, an energy balance on the bio-gas burner
and heater, gives [10, 11]. The oil loop is comprised of a tank heat exchanger; ORC
waste heat boiler, piping and pump as well as control valves, as seen by EMAC EP
technicians in the Fig. 4.

The radiation is the major heat transfer by-product because of the high temperature
of the gas. However, other heat transfer mechanisms are present in the combustion
chamber such as convective, evaporation and combustion and must be taken in

Fig. 3. Power conversion center.
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consideration in order to solve the following energy conversion equations of biomass
process [28]:

Energyin ¼ Energyout þ Losses ð1Þ

Where Eq. (1) can be written in the following form:

dTwh
dt

¼ � mLw
qwVheater

Twh � TLð Þþ Qadd

qwVheaterCpw
ð2Þ

Qadd ¼ 4:18 � CVbio � mbio � gheater ð3Þ

Where Twh = outlet temperature of water from the biogas heater
Vheater = volume of the heater
CVbio = calorific value of bio-gas
mbio = mass flow rate of bio-gas fuel
gheater = heater efficiency

The heat load and capacity of hot water radiators could be modeled as follows [12]. The
heat load for a building changes linearly with the difference between indoor and
outdoor temperatures [28], like in the Eq. 4.

Q ¼ Qo � Tin � Toutð Þ
Tin � Tout;0
� � ð4Þ

Fig. 4. Regulation of control valves by EMAC EP technicians.
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Where Q The heat load (kW).
Tin Indoor temperatures (°C).
Tout Outdoor temperatures (°C).
Qo The design heat load (KW).
Tout;0 The design outdoor temperature (°C)

Q ¼ Qoð DTinDTin;0
Þn ð5Þ

DTin ¼ Ts � Tre
ln½Ts�Tin

Tre�Tin
� ð6Þ

Where Ts The supply temperatures of the water (°C).
Tre The return-temperatures of the water (°C).
DTlm;0. The value of LMTD that is calculated under design conditions.

WGT ¼ gmflue gas h1 � h2ð Þ ð7Þ

Where,

g: is the gas turbine efficiency that takes account various losses during the com-
bustion process.
h1, h2: enthalpies of flue gas at inlet and outlet of gas turbine, respectively.

The hot flue gas emitted from the gas turbine is coupled with a thermal oil loop and
Organic Rankine Cycle (ORC) to generate refrigerant vapor at waste heat boiler as
shown in Fig. 5 [16, 17].

The following thermodynamic equations can be written to evaluate the performance
of the ORC:

WORC ¼ mref h1 � h2ð Þ ð8Þ

QWHB ¼ mref h1 � h4ð Þ ð9Þ

gORC ¼ WORC

QWHB
ð10Þ

h1; h2; h4: enthalpies of refrigerant mixture at inlet, out of vapor turbine, inlet and
outlet to waste heat boiler of ORC, respectively.

3.2 Wind Turbine Simulation

The power of a particular wind turbine is given by [26, 29]:

292 D. Icaza and D. Borge-Diez



www.manaraa.com

PW ¼ 0:5 � Cp1 � qair � A � v3 � ga ð11Þ

Where: PW ¼ Wind power sweep produced by the blades per unit area. Cp1 = Betz
power coefficient. qair = Air density, A is the Area swept by the blades of the wind
turbine and v is the wind velocity.

Taking into account the internal performance of the wind turbine, the following can
be written:

ga ¼ gf :gg:gbox ð12Þ

Where: gf , gg are mechanical friction and generator efficiencies respectively and the
efficiency speed multiplication box is gbox [29].

The power output of the wind turbine in Eq. (11) can be expressed in single-phase
power AC as:

P1f ¼
ffiffiffi
3

p
:gc1:Vline:Iline:Cosu ð13Þ

With single phase AC power is P1f , line current Iline, represents power factor Cosu,
and the electric conversion efficiency is referred to as gc1.

3.3 Controller

Generally, the controller power output is given by [29, 30]:

PCont�dc ¼ Vbat � Irect ð14Þ

Where: Vbat is multiplication of the nominal voltage DC in the battery for any particular
system and Irect represent the output current of the rectifier in DC.

3.4 Battery Charging and Discharging Model

The battery stores excess power going through the load charge controller (Fig. 6). The
battery keeps voltage within the specified voltage and thus, protects over discharge
rates, and prevent overload [29, 30].

During the charging period, the voltage-current relationship can be described as
follows [28]:

V ¼ Vr þ
I 0:189

1:142�socð ÞþRi

� �
AH

þ soc� 0:9ð Þ ln 300
I
AH

þ 1:0
� �

ð15Þ

And:

Vr ¼ 2:094 1:0� 0:001 T � 22 �Cð Þ½ � ð16Þ
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The current and voltage during discharge can be described in terms of the state of
charge (SOC) of the cell [29–31]. The battery state of charge is the instantaneous ratio
of the actual amount of charge stored in the battery and the total charge capacity of the
battery at a certain battery current (ranging from 0.3 to 1.0) which is represented in
Eq. 17 [28].

V ¼ Vr þ I
AH

0:189
soc

þRi

� �
ð17Þ

And Ri is given by:

Ri Xð Þ ¼ 0:15 1:0� 0:02 T � 22 �Cð Þ½ � ð18Þ

Where,

Vr, I: the terminal voltage and current respectively
Ri Xð Þ: Internal resistance of the cell and T is the ambient temperature.
AH: Ampere-hour rating of the battery during discharging process

Finally, the power produced by the PV array can be calculated by the following
equation,

P ¼ VIrect ð19Þ

Where Irect represent the output current of the rectifier in DC (14).

3.5 Inverter

The characteristics of the inverter are given by the ratio of the input power to the
inverter Pin and inverter output power Pin [29–31]. The inverter will incur conversion
losses and to account for the inverter efficiency losses, ginv is used:

Pin:ginv ¼ Pout ð20Þ

The AC power of the inverter output P(t) is calculated using the inverter efficiency ginv,
output voltage between phases, neutral Vfn; for single-phase current If and cosu as
follows:

P tð Þ ¼
ffiffiffi
3

p
ginvVfnIf cosu ð21Þ

Finally, the hybrid system energy conversion efficiency for harnessing energy from
wind turbine and Biomass/CHP-ORC is given by:

gsistem ¼ ggas � gwind ð22Þ

gsistem ¼ QinþQaddð ÞH1
P gasð Þ � P1f

PWT
ð23Þ
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Where Qin and Qadd are the wind energy and gas turbine combustion heat, respectively.
H1 is the altitude difference.

4 Numerical Procedure

Figures 5 and 6 show the equipment that integrates the network and the corresponding
connections for the process of transforming energy from methane gas and wind to
electric energy. We describe the Eqs. (1) to (23) which are solved according to the flow
diagram presented in Fig. 7, where the biogas input parameters, the wind conditions as
well as the ORC are defined. They are integrated into the system but are independently
calculated through an iterative analysis until the system gives us an error that is as small
and acceptable as possible.

Fig. 5. Proposed hybrid system Biomass and CHP- ORC subsystem

Fig. 6. Proposed hybrid system wind subsystem.
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The numerical procedure begins with the use of the wind and biogas flow condi-
tions for a transformation process to convert this energy into electrical energy. The feed
and homogenization of the input substrates varies according to the characteristics of the
same (pumping, augers, etc.). The digesters are cylindrical deposits (concrete or steel)
equipped with agitation and heating equipment that ensure optimal conditions of the
process of biomethanization. The generated biogas accumulates in a gasometer (which
can be installed directly on top of the digesters or as a separate unit). Once the
hydrogen sulphide (H2S) is removed by a desulfurization and condensate system, the
biogas is conducted to a cogeneration unit where it is transformed into electricity and
heat. The electricity generated can be sold to grid or be self-consumed, the heat covers
the plant’s own demand and the surplus can be used for heating or external industrial
systems. It is also important to note that in parallel there is an additional source of
electric power generation that is from the wind, we consider this source as a very
interesting alternative in the place given the acceptable conditions of wind flows from
the heights of the Green Sector of Quingeo and bright places. It is sought that the data
introduced in the generation model give us graphical results and based on iterations a
pattern of behavior of the system is established with the use of MATLAB supporting us
with the equations of energy transformation. Finally, the total efficiency of the hybrid
system is calculated in each input condition.

Fig. 7. Flow diagram of Hybrid system calculation.
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5 Results and Discussion

The purpose of this manuscript is to enter in the same system the Eqs. (1) to (23)
corresponding to the hybrid system and taking into account that the generation of
energy is not necessarily going to be simultaneous, and for validation purposes, both
the equations and their Data were codified with a numerical integration analysis with
finite differences. These data were adjusted according to the simulations carried out in
order to establish tolerance limits between theory and experimental curves. The use of
software such as Matlab allows the establishment of maximum permissible error limits
and we have taken it as a tool for design and optimization of these generation systems
very useful for this type of research. In the following sections, we present analyzes and
discussions of predicted numerical results, as well as the validations of the proposed
simulation model.

In the Fig. 8 presents the typical profiles of environmental insulation at the site
during several months of the year 2016 and 2017 at different times of the day. It is
important to note that the maximum temperature is at noon, however it is important to
incorporate this data so that its results are as accurate as possible and no further
adjustments are required to the model used.

5.1 Biomass Simulation

The biomass will continuously feed the reactor, so that when introducing Air at high
temperature will produce a gaseous fuel rich in H2 and CO. A Fluidized bed gasifier
typically operates at temperatures of 750–900 °C [11], Having chosen a working
atmospheric pressure. Figures 9, 10, 11, 12 and 13 show the respective simulations at
different temperature values. the Process inside the reactor takes into account the
contribution of the bubble and emulsion phases. The velocity and volume fraction
parameters are Fundamental to determine the proportion of moles of each phase that
exists per floor of the reactor.

For the present study three loads of municipal solid waste incinerators were con-
sidered; 100, 150 and 200 t/d with lower heating values (LHV) of 1000, 1700 and
2300 kcal/kg for the simulation. It was segmented to low quality solid waste with 59%
moisture, ash 8% and fuel 33% inputs that serve the simulation [28].

In practice, increasing the temperature in a gasification process Increases O2
consumption, resulting in a mayor depletion of char (which It leads to an increase in
conversion). An increase in temperature in The typical operating ranges (750–900 °C)
favor the enrichment of the Synthesis in CO and H2, due to greater increases in the
velocities of Reaction favoring the creation of these compounds, compared to the rest
Belonging to the synthesis gas. In the range 750–800 °C, the endothermic nature
Reactions producing H2 tend to Increase of this, and a decrease of CH4 as the tem-
perature increases. For the Temperatures 850–900 °C are expected to dominate the
reactions of Boudouard and Reformed to steam (R9 and R12, respectively), increasing
the content in CO. The increase in temperature favors the destruction of tars (tars)
Generated in the volatilization, allowing to increase the yield of the conversion.

In natural form the wet biomass is degraded by bacteria and microorganisms. In
conditions of presence of oxygen this process delivers as end-products carbon dioxide
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(CO2), water, sulfate, nitrite, nitrate and sales of ammonium if this process is carried
out under anaerobic conditions (absence of Oxygen) is obtained as a flammable gas
product which is called biogas and a residue wet of difficult degradation denominated
sludge. Depending on the characteristics of the original biomass, this gas may have a
composition of between 50 and 75% of methane (CH4), so it has a good energy
potential, reaching around 5000 kcal/m3. The calorific value of biogas depends directly
on concentration methane by way of reference the calorific value of 1 m3 of methane is
9.97 kWh. The methane consumption is calculated from 60% to approximately
6 kWh/m3 of biogas.
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The dynamic action in a thermal oil medium was used to transport the heat from the
biomass combustion gas to the ORC which can be predicted by Eq. (2) and shown in
Fig. 10 for different biomass loads. Beyond this maximum temperature the thermal oil
was not considered in this simulation since it could disintegrate and compromise the
process of heat transfer in the residual heat boiler as shown in Fig. 5.
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6 Validation of Simulation Model

In this paper we also sought to validate our prediction of the numerical model described
in Eqs. (1 to 23), we have constructed Figs. 17, 18 and 19 to compare expected results
with data presented in the literature for biomass and wind turbine. It is very interesting
and evident in Fig. 17 that the prediction of the model compares rather with theory and
experimental data [28, 29] to various biomass loads. However, the analysis of Fig. 17
indicates that our model predicted very well the biomass data up to the 160 t/d load and
beyond that point there were some discrepancies between model prediction and data.
We believe that these discrepancies are due to the fact that data on the high biomass
load were not fully taken into account heat transfer losses at too large loads (Figs. 14,
15 and 16).

Although the production of electric energy due to the wind source is not of higher
incidence, we managed to identify that the theoretical curve indicated in Fig. 18 that
comes from Eq. 11 has a pattern of behavior quite similar to the data of power-speed
Measured at the remote station.
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In Fig. 19 there are good results in the analysis of the model used with the data
taken in the field in direct relation to the energy production referring to the variation of
temperature, which is why our model is very accurate and very reliable.
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It is important to note that a layer of clay and a high-density polyethylene
geomembrane as shown in Fig. 20 are placed to prevent leachates from seeping into
and contaminating ground water or surface waters from the Quingeo River and other
tributaries of the sector.

Fig. 20. Conformation and waterproofing of the bottom floor.
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7 Conclusions

The energy conversion equations describing the total power generated by a hybrid
system of wind turbine, biomass integrated ORC-combined heat and power cycle have
been solved and presented. The biomass data also illustrates that the higher the biomass
loading the higher the efficiency.

Furthermore, the wind turbine study results showed that the higher the wind speed
the accelerated increase in the current. Consequently, the higher the wind speed the
higher the electrical power.

This project that starts from the academy, is being developed from the generation of
energy from biomass in the Pichacay landfill and that it is possible to include wind
generation sources to form hybrid systems.

It is also possible to incorporate other sources of renewable energy generation that
can be included progressively, such as solar and be of contribution to supply the
growing demand for energy to the City of Cuenca and its surroundings, such as electric
vehicles, domestic electric stoves, new road routes, with vision towards an intelligent
network.

The analysis carried out in this article in different load conditions traces scenarios of
electric power production, however at no time is definitive, it is based on the increasing
income of organic waste that comes from the City of Cuenca, to greater amount of
greater waste amount of energy produced and the possibility of forming hybrid
systems.

It has not been possible to compare with other models used since they have not met
the operating characteristics such as Pichacay in the Canton Cuenca with the intention
of forming hybrid systems and that have the tendency to form an intelligent network
with respect to the load.

It is expected that for a new investigation data will be available in a longer period of
time and take advantage of other studies in the maturity phase with which comparisons
can be made according to the literature proposed.

Finally, the proposed model predicted results and compared fairly with data under
various biomass loading conditions.
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Abstract. A flyback source was designed together with a control study which
allows its safe voltage range operation. The performance of a fractal PID type
control was evaluated, starting from full conditions which allow the controller
initialization considering lineal behaviors in a nominal point of operation cor-
responding to a case study of 2000 W flyback source. To achieve the proposed
targets, a non-linear model was developed which reproduces the commuted
behavior with the elements necessary to close the control loop. The use of the
closed-loop controller took place by implementing an “in series” filtering
strategy operated by the controller that avoids overcompensation and control
hits, introduced by the fractal derivative prediction. To get a better adjustment
on each of the controller effects, an individual fractal index was incorporated for
each one of them. The source behavior was evaluated with and without the
controller, and the performance of the entire and fractal controller was compared
with the same values for the Kp, Ti and Td parameters, demonstrating that the
fractal structure is able to improve the operating conditions. The evaluation was
carried out with a selected set of static load, and with dynamic tests of both
gradual and sudden load variation in time. The capacity of the fractal PID
control to correct the deviation during the different tests was demonstrated.

Keywords: PID fractal control � Anti-windup � Flyback source � Filters �
Feedback

1 Introduction

Progress in the fractal calculation has been significant, as an application, since the
1960s in the XX century [1]. How we see the fractal calculation leads to an integral
concept with a certain degree of derivation or vice versa, and even if its form calculated
in the past makes its implementation more complicated, approximate forms allow and
facilitates it [2].

The fractal calculation approximation usually appears discreetly and rationally for
its implementation [3], the reason for which an approximate order must be chosen. In
this article, we work with a sixth-grade approximation of the fractal integral using
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Tustin. This approach leads to a high computational cost; however, with the
advancement of technology, computing time is no longer a problem, due to the use of
increasingly efficient micro processed systems.

The introduction of the fractal calculation has been investigated by different authors
[3–8] in both fields of mathematics and control engineering. This interest in the topic
leads to the use of a fractal control in the design of a Flyback switched source, of
variable and non-linear nature [9]. Similar work in terms of power electronics is
observed in the design of the dc-dc converter of switched capacitors presented in [10].
The investigations [11, 12], approach the switched sources modeling issue, based on
the averaged state space. However, this technique suppresses non-linear and high-
frequency behaviors that are necessary to take into account when designing the con-
troller in a source with real implementation. For this reason, the presented model
reproduces the entire dynamics, replicating the nonlinearities with all their spectral
component of the Flyback source.

Ultimately, this article aims to provide strategies for the initialization of the PID
controller with the incorporation of an in-series filter both of a fractal nature, as well as
the incorporation of a multiple-pole feedback filter with response time equal to the
inverse of the commutation frequency. Besides, the methodology in the fractal
implementation with the incorporation of a delay for the breaking of the algebraic loop
inherent to the Tustin method is proposed. Along with the flyback source design,
closed mathematical expressions are provided aiming to give a starting point for the
tuning of the PID controller with the incorporation of a serial filter.

2 Methodology

The procedure to develop the fractal controller applied to the Flyback source entails,
first of all, the development of the Flyback source, which state of the art is in permanent
review to implement different variants in the modeling process. In particular, a non-
linear model will be implemented, of a descriptive nature, which is supported in an
ideal transformer modeled as controlled sources, and the presence of the exponential
model of the diode to guarantee the blocking of current, thus preventing the return of
current to the energy source.

2.1 Calculation of Construction Parameters of the Flyback Source Under
the Consideration of Constant Current

The development of the Flyback source has been designed under the following con-
siderations: operation in permanent regime, without considering losses in the switching
(therefore in the contempt of the transients involved in the transition of states of the
semiconductor), average value of the voltage variation and current variation (equal to
zero, for both the inductor and the capacitor), average value of constant voltage in the
capacitor and average value of constant current in the inductor. These considerations
allow establishing the following parameters and Eqs. 1–12, with their corresponding
results.

Parameters from Eqs. 1–5 allow calculating the duty cycle of switching by Eq. 6.
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f ¼ 50 kHz½ �; ð1Þ
N1 ¼ 30; ð2Þ
N2 ¼ 300; ð3Þ

Vs ¼ 12 V½ �; ð4Þ

Vo ¼ 120 V½ �; ð5Þ

D ¼
Vo
Vs

N1
N2

1þ Vo
Vs

N1
N2

¼ 1
2
�½ � ð6Þ

Parameters from Eqs. 7–10 allow calculating the magnetizing inductance and capacitor
of the source by Eqs. 11 and 12, respectively.

Po ¼ 2000 W½ �; ð7Þ

Ro ¼ V2
o

Po
¼ 7:2 X½ �; ð8Þ

DILm
ILm

¼ 20
100

�½ �; ð9Þ

DVo

Vo
¼ 2

100
�½ �; ð10Þ

Lm ¼ N1

N2
1� Dð Þ

� �2 Ro
DILm
ILm

f
¼ 1:8 lH½ �; ð11Þ

C ¼ D
DVo
Vo

Rof
¼ 625

9
lF½ �; ð12Þ

where f is the switching frequency of the PWM, N1 and N2 are the windings of the
primary and secondary, respectively, Vs and Vo are the input and output voltages of the
source and DVo is the variation of the output voltage. Lm is the magnetizing induc-
tance.D is the duty cycle of switching. Po and Ro are the output power and load
resistance. ILm is the magnetizing current and DILm is its variation. C is the capacitor of
the source.

In the design considerations of the Flyback source, the calculation of a magnetizing
inductance is established, with the criterion of current curl. This current curl criterion
allows guaranteeing a continued current flow in the transformer, at the loading ideal
operating point, which performance guarantees less stress for the power components, in
particular concerning the blocking times and reverse recovery of the source diode.
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2.2 Simplified Mathematical Model of the Open-Loop Operation
of the Flyback Source, Criteria for Sampling Time Selection

The basic development considerations of a Flyback model source are based on two
states that constitute the essence that breaks with non-linearity. However, for analytical
purposes, it is necessary to omit the non-linearity of elements such as the diode, the
element of commutation and others associated with electromagnetic effects in the
transformer, which do not add relevant importance to the analysis.

For model development, a passive circuit is considered. However, the behavior of
the transformer is reproduced, in a simplified way, taking into account the controlled
sources, for each of the operating states. Finally, the operating states are associated with
the opening or closing of the power element used in the switching. Figure 1 shows the
Flyback source circuit, while Figs. 2 and 3 show the states, under the simplified
analysis, to obtain a mathematical model.

The operation models with bases in the switch state, allow conceiving the following
law for the current-voltage. Both equations, both 13 and 14, show the behavior of
voltage and current in the periods of 0 to DT and DT to T, respectively.

Equations 13 and 14 present the variables of second-degree systems (time constant
of the second-degree system, []), (natural frequency, [rad/s]), (damping frequency,

Fig. 1. Flyback source.

Fig. 2. Flyback source closed switch.

Fig. 3. Flyback source, open switch.
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[rad/s]), and (damping constant, [−]), corresponding to the values calculated in Eqs. 15
and 16, with the variables already defined in previous equations.

VO tð Þ ¼

Vooff � e
�t
RC V½ �

8 0� t\DT with switch closedð Þ
N1
N2
� Lm � ILmon � -

2
n

-d
� e�r t�DTð Þ � sin -d t � DTð Þð Þ
þVoon V½ �

8 DT � t\ T with switch openedð Þ

8>>>><
>>>>:

ð13Þ

ILm ¼

ILmoff þ VS
Lm
t A½ �

8 0� t\DT with switch closedð Þ
ILmon � -n

-d
� e�r t�DTð Þ � sin -d t � DTð Þþ tan�1 -d

�r þ p
� ��

V0on
Lm

� N1
N2
� 1
-d

� e�r t�DTð Þ � sin -d t � DTð Þð Þ A½ �
8DT � t\T with switch openedð Þ

8>>>><
>>>>:

ð14Þ

-n ¼ N1
N2

� 1ffiffiffiffiffiffiffiffiffi
LmC

p rad
s

� �
ð15Þ

n ¼ 1
2
� N2
N1

�
ffiffiffiffiffiffiffiffiffi
LmC

p
RC

�½ � ð16Þ

where Voon is the initial voltage condition when the source switch is opened. Vooff is the
voltage initial condition when the source switch is closed. ILmon is the current initial
condition when the source switch is opened. ILmoff is the current initial condition when
the source switch is closed.

An iterative process, in which, the condition of the Flyback source state represents
the condition of the next state, holding its bases in Eqs. 13 and 14, we obtain the graphs
of the current-voltage behavior at the capacitor and inductor levels respectively, based
on this information, establishes the criterion for the determination of the sampling
frequency of the study.

As shown in Fig. 4, the design condition allows establishing the periodicity of the
voltage and current signal of the source under the nominal design conditions. The
periodicity of the signals is determined to start from Eq. 17. Where T is the period of
the damping frequency of the equivalent system, TS is the sampling time and f is the
switching frequency.

T ¼ 2p
-d

s½ � ð17Þ

400TS � 1
f
� 2p

-d
ð18Þ

To ensure a good sampling time, 400 samples are taken in a quarter of the period of
the switching signal. Therefore, the sampling time is firstly determined by using
Eq. 18.
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2.3 The Simplified Model of the Open-Loop Operation of the Flyback
Source, Considering the Non-linear Model of the Diode

The block diagrams of Figs. 5 and 6 reproduce, in a simplified manner, the behavior of
the Flyback source when the switch is closed and open, respectively, and when the
design load is considered.

The source modeling allows the evaluation of its behavior, before the variation of
the duty cycle, and the load variation. This study allows determining the impact on the
source behavior, before the variation of these parameters.

Figure 7 shows how the voltage of the source behaves when it varies from a tenth
to a thousand times its value. As shown in Eq. 16, the increment of the ohmic value of
the load decreases the value of the damping constant. With this behavior appears an
increase in the overshoot of the source before it is established. Finally, it is observed
that the study requires a logarithmic spacing of the ohmic value in order to show its
effects on the tension.

a) Voltage response

b) Current response

Fig. 4. Attain voltage-current behavior for the simplified model.
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Fig. 5. Model of the Flyback source with the switch closed.

Fig. 6. Model of the Flyback source with the switch open.

Fig. 7. Behavior of the Flyback source without regulation and with load variation.
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When the value of the duty cycle of the switching increases linearly from 20% to
80%, there is a relationship with the overshoot. This allows concluding that the increase
in the duty cycle of the switching produces an equivalent increase of the damping of the
system and, therefore, decreases the voltage overshoot of the source, as shown in Fig. 8.

2.4 Second Order Reduced Model for the Flyback Source Under
the Design Conditions

As a starting point, the performance of the Flyback source is evaluated under the design
conditions, the average establishment value is determined, and the gain at frequency 0.
The damping coefficient and the value of the simplified model are determined with the
transient and spectral study, respectively.

Fig. 8. Output Voltage of the Flyback source for different values of D.

 

Fig. 9. The response of the Flyback Source under design conditions and that of its simplified
linear model.
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Considering that the power supply is 12V and the graphic result shown in Fig. 9,
for LTI source model, the damping constant is calculated with Eq. 19.

n ¼ ln max V0ð Þ � V0
� �		 		ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p2 � ln max V0ð Þ � V0
� �� �2q ¼ 0:21845489 �½ � ð19Þ

K ¼ 10 ð20Þ

From the graphic result of the spectral study shown in Fig. 10, the natural frequency is
calculated with Eq. 21.

-d ¼ 4398:22971502
rad
s

� �
ð21Þ

Under the nominal design considerations of the source, the simplified model is
expressed as shown in Eq. 22:

G sð Þ ¼ K-2
n

s2 þ 2n-nsþ-2
n

ð22Þ

Fig. 10. The frequency response of the Flyback Source with the suppression of the continuous
level.
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where K is the gain in the steady state, n the damping constant and -n the natural
frequency of the LTI model of the switched source.

2.5 Development of the Entire PID Control for the Flyback Source

Only in cases when the entire PID is not able to satisfy the conditions of compensation,
is when we proceed directly to design, starting from the considerations of the integral
and/or fractal derivative. In order to achieve a complete PID satisfying the compen-
sation conditions, filters are introduced, both for the measurement of the output variable
as well as for the error signal. Additionally, a soft starting will be considered, estab-
lishing a controlled response based on the gradient. Figure 11 shows the blocks nec-
essary to achieve the desired compensation effect.

The system variables correspond to the control output YC, the physical input YI , the
physical output YO, and the measurement output Ym. In the design, it is considered the
nominal voltage of the setpoint (in this case 2.5 [V]) to be able to plan the conditioning
both for input gain Ym and output gain KO. Where KI converts the output of the control,
with values between 0 and 2.5 [V], in values seen by the source between 0 and 12 [V],
and KO converts the output voltage of the 120 [V] source to a proportional value of 2.5
[V] that they are measured from feedback. KI and KO are calculated by Eqs. 23 and 24,
respectively.

KI ¼ 12
2:5

�½ � ð23Þ

KO ¼ 2:5
120

�½ � ð24Þ

An operation condition is established, which allows finding control parameters that the
system can fulfill, for it is established a setup time of 0.01597063 s and an overshoot of
2%. Therefore, the parameters of the new pole Sn are defined by Eqs. 25 and 26. The
new pole is defined in Eq. 27.

nn ¼ 0:779703267412072 �½ � ð25Þ

Fig. 11. Open control loop for controller design.
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x0
n ¼ 513:015677525179

rad
s

� �
ð26Þ

Sn ¼ x0
n\un ð27Þ

where nn and x0
n are parameters of the new pole Sn and un is its phase.

The Flyback source is modeled as a transfer function corresponding to measure-
ment and control signals ratio (see Fig. 11), as shown in Eq. 28.

G sð Þ ¼ Ym sð Þ
YC sð Þ ð28Þ

The parameters of the plant allows establishing Eqs. 29–35, to form a starting point to
design the controller. The effect of the new pole Sn on the plant is represented in a
phasor manner using the magnitude Kg and phase ug.

Kg ¼ G Snð Þ
Sn

				
				 ð29Þ

ug ¼ \ G Snð Þ
Sn

� �
ð30Þ

r1 ¼ x0
n

sin 4
5un þ pþug

4


 �

sin 1
5un � pþug

4


 � ð31Þ

r2 ¼ x0
n

sin 4
5un � pþug

4


 �

sin 1
5un þ pþug

4


 � ð32Þ

KP ¼
2r1 x0

ncos unð Þþ r2
� �2 þ sin unð Þ2


 �

Kg x0
ncos unð Þþ r1

� �2 þ sin unð Þ2

 � ð33Þ

TI ¼
Kg x0

ncos unð Þþ r1
� �2 þ sin unð Þ2


 �

r21 x0
ncos unð Þþ r2

� �2 þ sin unð Þ2

 � ð34Þ

TD ¼
x0

ncos unð Þþ r2
� �2 þ sin unð Þ2


 �

Kg x0
ncos unð Þþ r1

� �2 þ sin unð Þ2

 � ð35Þ
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where r1 and r2 are parameters of the optimal location in the S plane, of the parameters
of the controller and filter. Where KP is the proportional gain, TI the integral time and
TD the derivative time.

The verification of the control system in a closed loop, under the condition of
integer integral, is implemented in a closed loop and is evaluated with the model
proposed in Eq. 22, the results are observed in Fig. 12.

2.6 Development of the Fractal PID Control for the Flyback Source

Based on the development of the integer control, the implementation of the fractal
control is made with the approximation of the Fractal Integral. It is discretized using
Tustin, with the modification of adding a delay with the purpose of breaking algebraic
loops, as shown in Eq. 36.

1
sa

¼ T
2

� �a 1þ Pn
i¼1

z�i

i!

Qi
j¼1 a� jþ 1ð Þ


 �
z�1

1þ Pn
i¼1

�1ð Þiz�i

i!

Qi
j¼1 a� jþ 1ð Þ


 � ð36Þ

where a is the fractal degree of the integral, T is the sampling time and n is the
approximation order of fractal integral.

The representation in block diagrams for an approximation of the Fractal Integral
[13, 14] of sixth order with an added delay, is as shown in the Fig. 13, being Ni the
numerator coefficients and Di the denominator coefficients ordered in descending order
with respect to the degree of the polynomial term, where the literal u is the input of the
fractal integral.

To achieve a better effect, the fractal integral is incorporated into the filter of the
error signal and a multiple pole filtering for the retro feed. The output of the fractal
control acts as a reference for comparison with a serrated tooth of amplitude 5, thus

Fig. 12. System response: Ideal behavior (red curve), Flyback model with PID control (blue
curve).
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generating a PWM modulation. To avoid overvoltage and excessive integration,
multiple anti-windup effects are incorporated, which considers both the control output
and the voltage output of the source. The whole set operating in a closed loop is shown
in Fig. 14, where YC is the control signal, YI is the PWM commutated signal, Ym is the
measurement signal, where Yo is the output voltage of the switched source and the Ko

the conversion factor of measure. It’s clear that the parameters of the control PID are
KP, TI , TD.

3 Results

Considering that the PID control starts with values of a equal to 1, the source the
Flyback switched source takes charge by performing the output correction with respect
to the setpoint, with the set point of 2.5 for a voltage output of 120 [V], this because the
controller was initially parameterized to operate as an integer-order PID controller.

Once the starting condition has been evaluated, the values of each one of them are
selected logarithmically until finding a better global performance based on the resistive
values. The performance in open-loop observed in Fig. 7 is presented as improved

Fig. 13. Block diagram of a fractal integrator.

Fig. 14. Flyback source block diagram with control and fractal filter with anti-windup effect.
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when the loop is closed with the fractal controller and its respective integral and fractal
filters, as shown in Fig. 15.

Table 1 shows the resistive values used where 7.2 [X] is the nominal value to
achieve the 2000 [W]. The square root of the mean square error, when the values of a
start from the unit, and after adjusting, the comparison is made with respect to the ideal
behavior taken as a reference of the response to a unit step of a second-order system
with gain. These parameters being are defined in Eqs. 26 and 27 with a steady-state
value of 120 [V].

Fig. 15. The output voltage of the Flyback source for different values of RO, for when it operates
with the fractal PID controller.

Table 1. Results of the source performance before and after the adjustment of a1, a2.

Resistance X½ � ffiffiffiffi
e2

N

q
V½ �

a1 ¼ 1
a2 ¼ 1

ffiffiffiffi
e2

N

q
V½ �

a1 ¼ 0:988
a2 ¼ 0; 988

0.7200 6.2189 6.0820
2.0034 3.1033 2.9678
5.5746 2.3149 2.2125
7.2000 2.2483 2.1422
15.5119 2.1328 2.0524
43.1628 2.1541 2.1108
120.1032 2.1968 2.1483
334.1943 9.4165 9.3769
929.9157 8.6189 8.4865
2587.5458 5.2037 5.2144
7200.0000 5.1431 4.8162
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Due to the anti-windup effect, during the start of the Flyback source with different
loads (72 X, 7.2 X, and 3.6 X), the reference value for the comparison with the
sawtooth output is always the same with a value corresponding to the setpoint. This is
why the trip command for the switching of the power element is the same for the three
load cases as seen in Fig. 16.

Figure 17 is the result of the regulation with the output voltage of 120 [V]. In the
voltage setting of the Flyback voltage source, the same firing pattern of the power
switching element is observed, this behavior is shown in Fig. 18.

Fig. 16. During start-up, the source shows the same duty cycle pattern regardless of the load,
due to the anti-windup effect (loads 72, 7.2 and 3.6 Ω).

Fig. 17. Source voltage flyback with loads of 72, 7.2 y 3.6 X.
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The lower the power required to the source, the more complex is its regulation,
being the double windup effect what manages to maintain the voltage in the envi-
ronment of the set value. Figure 19 shows the behavior in the case of ohmic values of
7200 [X], 720 [X], and 72 [X]. Figure 20 shows the start pulses, which have a low duty
cycle, and this results in a set point that rises slowly due to the gradient control.

However, once the 120 [V] is exceeded, the case of 7200 [X] and 720 [X] (1000
and 100 times the nominal ohmic value) the pulses disappear, as shown in Fig. 21.
Finally, as can be observed in Fig. 22, during the steady-state, the load with ten times

Fig. 18. At the steady state time, the source exhibits the same useful cycle pattern regardless of
the load of 72, 7.2 y 3.6 X, for the switching of the power element.

Fig. 19. Regulated voltage for loads of 1000, 100 and 10 times the nominal value, for each of
the cases (R1, R2, R3).
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the nominal value presents a useful cycle in the environment of 50%. This value is
much smaller for the ohmic value corresponding to 100 times the nominal value, and
finally, not existing for value 1000 times the nominal ohmic value.

Regulation tests for a load variation between 72 [X] and 3.6 [X], with a frequency
of 10 [Hz], can be observed in Fig. 23. They showed a deviation of 2.2243 [V] with
respect to the second-order linear model.

Figure 24 depicts a more severe test performed with step changes, with load vari-
ation between 7.812 [X] and 6.588 [X] (variation of 17%), with a frequency of 10 [Hz].
This test showed a deviation of 2.2182 [V] respect to the linear model of second-order.

Fig. 20. Low duty cycle switching due to setpoint gradient control, for each of the cases (R1,
R2, R3).

Fig. 21. Suppression of shots for loads of 1000 and 100 times the nominal value for when the
output exceeds 120 [V] for the first time, for each of the cases (R1, R2, R3).
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4 Discussion

The findings of this study clearly show that a fractal control whose initial values are
obtained from an integer-order PID controller with the same structure, present fractal
values close to unity.

The Fractal Integral, in its definition, allows obtaining the fractal derivative.
Considering that this is an approximate calculation, its discrete estimate is made using
the Tustin approximation for the integer-order integral. However, in the present work,
pure backwardness is incorporated, for any of the effects, both derivative and fractal
integral, to avoid producing algebraic loops difficult to solve.

Fig. 22. Regulated commutation for the different loads, 1000, 100 and 10 times the nominal
ohmic value, for each of the cases (R1, R2, R3).

Fig. 23. Flyback source voltage, (red trace), load variation (blue trace).
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The control action gets difficult when the power operation condition is distant from
its nominal value, a situation that occurs when the load is reduced or when the ohmic
value increases significantly.

When the source is working under load variation, the regulator is able to com-
pensate with little deviation, even when the variation exceeds 1000 [%] of the design
load resistive value, as long as the variation of the disturbance is smooth. However, this
variation is significantly reduced to 17 [%] of the resistive design value when the
variation is sudden, as shown in the step variation behavior.

The non-linear control that contemplates the anti-windup and setpoint with gradient
control, allows maintaining the voltage value with little deviation during the ignition of
the source.

The integration of filters both in the feedback as well as in the error signal allows
reproducing a behavior of the controller with little disturbance to face changes in the
switched source. Nevertheless, the non-integer integral order filters complicate to
obtain the parameters of the controller, but they guarantee their operation and the
capacity of the regulator to slow down the source response in conjunction with the
gradient control of the setpoint change.

The reduction of noise in the feedback of the switched source is achieved by
placing a filter with a response time equivalent to the inverse of the switching fre-
quency, and whose multiplicity will depend on the quality of the filtering. In the present
study, a multiplicity two filter was used in the feedback.

The design concept of the regulator must at all times consider that the control action
is performed in low power or/and digitally. This way, the setpoint for the 120 [V] is
2.5, and when compared to a signal Sawtooth of amplitude 5 and minimum value 0, it
generates a control signal for the switching of the power element. This concept must be
present when determining the regulator parameters, as well as the voltage reduction at
the source output to perform the feedback.

Fig. 24. Flyback source voltage, (red trace), load variation (blue trace).
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5 Conclusions

Although there are procedures to simplify the model of switched sources, these models
do not reflect phenomena of interest that are sustained over time, of a non-linear nature,
capable of destabilizing the control system. This is why non-linear modeling is used,
considering each one of the operating states.

Is essential to obtain a linear model of the condition with greater overshoot than the
one presented by the source in open loop. Considering the second-degree model
obtained, and the one desired for its behavior, mathematical expressions were devel-
oped to obtain the parameters for a PID regulator of integer order and the filter of the
error signal. The parameters seek to compensate the switched-source system in open
loop; therefore, the switched source, the input and output gains, and the multiple-pole
filtering must be considered.

The PID of integer order is a fractal PID with values for a equal to unity. The
fractal implementation of the integrator and the derivative allowed a final adjustment in
performance with respect to a standard second-degree behavior, for which the
adjustments for each fractal effect were made separately.

Taking as reference the results presented in Table 1, starting from the values of an
integer control and adjusting only the fractal effect, the integer control was improved by
2.40% by the fractal control.

The computational cost of the implementation of the fractal controller is relatively
high with respect to the entire control; however, this is compensated with the goodness
of fit that the system shows when modifying only the fractal indices of the control
effects. Future work is focused on the implementation of the designed power flyback
source on a test bench to experimentally evaluate the performance of the proposed
fractal control. Besides, the ongoing work is focused on the use of fractal control in
different power electronic applications such as hybrid systems.
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Abstract. Musculoskeletal injuries affect the health of workers worldwide.
This research relates the repetitive movements with the generation of muscu-
loskeletal injuries in workers of the post-harvest area of a flower company. The
evaluation methodology is the OCRA check list. The symptomatology of
musculoskeletal pain was evaluated applying the Nordic questionnaire. The
injuries were determined comparing morbidity rates and medical records of a
sample of eighteen workers in Flores del Cotopaxi S.A. The results show that
there is risk due to repetitive movements in activities like classification and
bunching. Statistical tests established significant incidence (p = 0.015) for chi-
square and (OR = 15), Odds Ratio. In both tests a confidence level of 95% was
used. In the post-harvest area exist risks as a consequence of repetitive move-
ments linked to the generation of musculoskeletal injury, mainly in the shoul-
ders and wrists.

Keywords: Ergonomics � Repetitive movements � Musculoskeletal injury �
OCRA check list

1 Introduction

Musculoskeletal disorders (MSD) represent a serious health problem in the working
population [1] and the World Health Organization (WHO) has declared that MSDs
constitute an important labor problem worldwide [2]. Epidemiological studies con-
ducted in several countries show that this problem occurs in various human activities
and in all economic sectors [3], and this situation also involves costs for employers and
governments in those countries [4].

MSDs affect a large group of parts of the human body like nerves, tendons,
muscles, and supporting structures of the locomotor system [5]; these affectations are
associated with certain physical work factors present in many tasks such as:
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repetitiveness [6], force development [7], static and dynamic forced postures [8],
exposure to vibrations [9], lifting loads [10], among others. This has an cumulative
effect that can cause severe and debilitating symptoms such as pain, numbness,
paresthesia and discomfort, in one or several body regions [11], as well as waste of
time at work, temporary or permanent disability, difficulty to perform work duties and
increase in compensation costs [12].

MSDs are associated to handwork [13]. Manual tasks are widely present in the
industry which nature and sequence of tasks can vary greatly in the short and medium
term [14]. This type of activity is characterized by being repetitive and complex,
fundamentally because they are composed of subtasks that vary in strength, frequency
and postural requirement [15]. The main affectations because of manual activities are
injuries in the back and neck, carpal tunnel syndrome, rotator cuff, among others [13].

The repetitive movements and their influence in the MSDs is present in many labor
activities of different industries such as: office work [16], fishing [17], assembly lines in
manufacturing industries of any field [18], manual works in medicine as is the case of
dentistry [19], agriculture [20], activities developed in greenhouses such as rose cul-
tivation [21], among others.

Floriculture industry is characterized by manual tasks in many of its stages,
especially in cultivation and post-harvest [22]; in this industry the reports of injuries are
mainly from the upper extremities due to repetitive work with high energy demand
[23]. In Ecuador, according to data from the Central Bank of Ecuador (BCE) to July
2017, the floriculture industry covers 8.3% of non-oil exports, besides, flower exports
correspond to 9% of the world market share, behind Colombia (15%) and the
Netherlands (52%) [24].

Tasks in the rose-growing industry especially in the post-harvest area require a lot
of manual activity carried out by workers specifically of their upper extremities. In an
attempt to address this problem, the objective of the research is to evaluate the ergo-
nomic risks of this activity and its relationship with the generation of MSD.

2 Materials and Methods

2.1 Study Design

A cross-sectional correlational study was developed in the facilities of the company
“Flores del Cotopaxi S.A” in Latacunga city in the province of Cotopaxi - Ecuador.
Intentional or convenience sampling was used based on the evaluation of tasks related
to the post-harvest area.

2.2 Participants

There were eighteen people, seven males and eleven females. Before starting the
research, an informed consent form is signed by the workers to be evaluated based on
the provisions of the Research Ethics Evaluation Committee (REC) of the World
Health Organization [25]. The selection of these people for participation in the research
was under the following eligibility criteria: working hours (8 h) and experience time
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(more than 1 year) based on that occupational diseases can appear after six months in
the workspace [26]. Participants with a muscular or skeletal problem contracted outside
of their workspace were excluded from this study in order to avoid confusion in the
determination of pain symptoms due to other medical conditions.

2.3 Methodology

Below is shown, the techniques used in the evaluation of ergonomic risk caused by
repetitive movements and musculoskeletal symptomatology.

OCRA Checklist Method. This method describes the risk of the workspace based
on the value called OCRA Index. The result is the overall sum of factors (recovery
factor, technical actions, intensity of effort, posture and additional factors), times the
duration multiplier [27]. The method evaluates, in the first instance, the intrinsic risk of
a workspace independently of the particular characteristics of the worker. Depending
on the score obtained for this index, the method classifies as “optimal”, “acceptable”,
“very slight”, “slight”, “medium” or “high”. Finally, depending on the level of risk, the
method suggests a series of basic actions, except in case of “optimal” or “acceptable”
risk in which it is considered that actions on the position are not necessary. Finally,
depending on the risk level, the method suggests a series of basic actions, except in
cases as “optimal” or “acceptable” risk in which it is considered that actions on the
workspace are not necessary. For the remaining cases, the method proposes actions
such as a new analysis or improvement of the workspace (“very slight” risk), or the
need for medical supervision and training for the worker in that workspace (“slight”,
“medium” risk) or “high”) [28].

Kuorinka’s Nordic Questionnaire. This questionnaire collects information about
musculoskeletal symptoms such as: pain, fatigue or discomfort in different areas of the
body; it studies nine anatomical regions of the body that are neck, shoulder, dorsal
column, lumbar spine, hip, elbow, hand/wrist, knee, ankle/foot just for epidemiological
purposes, not clinical; this method has of two sections, the first section applies a
general questionnaire to identify areas of the body with discomfort in function of time
(in the last 7 days, 12 months, etc.). In the second section questions are related to
medical attention, rehabilitation, absenteeism and medication taken to control muscu-
loskeletal conditions [29].

2.4 Data Collection and Analysis

The statistical data analysis was performed in SPSS version 21.0 (SPSS Inc., Chicago,
IL, USA). Responses from the Kuorinka’s Nordic questionnaire and OCRA checklist
risk levels were tabulated. Frequency of ergonomic risks due to repetitive movements
and pain symptomatology were established using statistical analysis. Chi-square vari-
ables were also tested with a significance of p < 0.05, and OR (Odds Ratio) with
significance when the confidence interval does not contain the unit [30].
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3 Results

The analysis of results involves both men and women equally since the research
evidence shows that ergonomic risks caused by repetitive movements affect both
genders in the same way as long as the risk factors are present in all work activities
[31].

3.1 Socio-demographic Characteristics

The study was performed in the first semester of 2018. Table 1, summarizes the most
relevant characteristics.

The analysis was applied to eighteen workers (seven men and eleven women) with
more than one year working in the post-harvest area, most of them are married and
have a stable working condition in the company. From the sample, fifteen people have
pain in some part of their body associated with musculoskeletal symptoms (five men
and ten women). This issue is found to a greater extent in bunching and classification
workspaces, this is mainly due to the most activities in those workplaces are manual
with forced standing positions and repetitive movements of upper extremities in 8-h
days and up to six days a week.

Table 1 also reveals that the working population between one and five years of
work experience presents more cases of musculoskeletal disease, both in men and
women in the workplaces mentioned above.

3.2 Report of Musculoskeletal Pain Symptomatology

Table 2 shows the summary of the results obtained from the survey conducted using
the Nordic test, which presents information about frequency (f) and percentage (%) of
the musculoskeletal pain symptomatology in the surveyed workers. The response

Table 1. Socio-demographic characteristics.

Gender

Female Male

Work experience (years) Work experience (years)

1–5 5–10 >10 1–5 5–10 >10

Presence of
pain

Presence of
pain

Presence of
pain

Presence of
pain

Presence of
pain

Presence of
pain

No Yes No Yes No Yes No Yes No Yes No Yes

f f f f f f f f f f f f

Work
position

Sprinkler 0 0 0 0 0 0 0 1 0 0 0 0

Classifier 0 4 0 0 0 1 0 0 0 0 0 0

Cutter 0 0 0 0 0 0 0 1 0 0 0 0

Distributor 0 0 0 0 0 0 1 1 0 0 0 0

Buncher 1 2 0 1 0 1 0 0 0 0 0 0

Packager 0 0 0 0 0 0 0 1 0 1 0 0

Labeler 0 0 0 1 0 0 0 0 0 0 0 0

Dresser 0 0 0 0 0 0 1 0 0 0 0 0

Total 1 6 0 2 0 2 2 4 0 1 0 0
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options are yes or no related to the presence of pain symptoms in the last twelve months
and in the last seven days also if that symptoms have generated medical attention,
besides include the intensity of the pain in the workers who have it.

The presence of symptoms of musculoskeletal pain in the last twelve months was
reported in the neck, spine and joints of the shoulder, elbow and wrist in percentages of
17%, 6%, 39%, 17% and 22.2% respectively in the working population for this study.
People who present this condition said that the symptoms are attributable to work
activities with high physical demand in terms of movements in the performance of
tasks in their workspace especially in activities such as flower stems classification and
bouquet bunching. Pain manifestations can range from one week to several months,
this is why workers have received medical and physiotherapy treatments. Consequence
of this, 22.2% workers were medically treated for ailments in shoulder, elbow and wrist
joints, while the 75%. On the other hand, pain intensity in people with symptoms goes
from slight to very strong. In the last situation they usually go for medical assistance.

The indicators of musculoskeletal injuries in the post-harvest area, evidence the
presence of two reports declared in the Ecuadorian Institute of Social Security (IESS).

3.3 Risk Assessment Report for Repetitive Movement OCRA Checklist

Table 3 shows the comparison of the results of the evaluation for repetitive move-
ments, OCRA CHECKLIST, in the eight workspaces through the frequency of cases in
the six risk categories for the right and left sides of the worker. Figures 1 and 2
illustrate the relationship between risk level and the presence of musculoskeletal pain in
workers is evident.

Work positions with most frequency of risk levels correspond to classification and
bunching with five cases each. The evaluation found risk on both sides of the body.

Table 2. Symptomatology of musculoskeletal pain in female (F) and male (M) personnel

Neck Spin Shoulders Elbows Wrists
f % f % f % f % f %

Have you had symptoms in the last 12 months?
Yes 2F, 1M 17 1F, 0M 6 6F, 1M 39 3F, 0M 17 4F, 0M 22.2
No 9F, 6M 83 10F, 7M 94 5F, 6M 61 8F, 7M 83 7F, 7M 77.8
Have you had symptoms in the last 7 days?
Yes 3F, 1M 22 2F, 0M 12 6F, 0M 33 2F, 0M 11 4F, 1M 27.8
No 8F, 6M 78 9F, 7M 88 5F, 7M 67 9F, 7M 89 7F, 6M 72.2
Did you receive any treatment for the presence of pain in the last 12 months?
Yes 0F, 0M 0 0F, 0M 0 1F, 1M 11 1F, 0M 6 0F, 1M 5.5
No 11F, 7M 100 11F, 7M 100 10F, 6M 89 10F, 7M 94 11F, 6M 94.5
What is the intensity of the perceived pain symptomatology?
Slight 1F, 0M 5.5 0F, 0M 0 3F, 1M 22 0F, 0F 0 1F, 0M 5.5
Strong 0F, 1M 5.5 0F, 0M 0 2F, 0M 11 1F, 0M 5.5 1F, 1M 11
Very strong 2F, 0M 11 2F, 0M 12 1F, 0M 5.5 1F, 0M 5.5 2F, 0M 11
No pain 8F, 6M 78 9F, 7M 88 5F, 6M 61.5 9F, 7M 89 7F, 6M 72.5
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Considering that from a very slight weighting the method recommends: an improve-
ment of the workspace, medical supervision and training. On the other hand, in the
classification and bunching positions only women work due to the fine motor skills
needed for the activities in these tasks, hence workers who have presented muscu-
loskeletal injuries correspond to these activities.
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Fig. 1. Presence of pain in any part of the body.
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Fig. 2. Presence of musculoskeletal pain symptomatology in workers by job position.

334 L. Morales et al.



www.manaraa.com

T
ab

le
3.

O
C
R
A

ri
sk

ca
te
go

ry
on

th
e
ri
gh

t
an
d
le
ft
si
de
s
of

th
e
bo

dy
.

O
C
R
A

re
su
lt
ri
gh

t
si
de

O
C
R
A

re
su
lt
le
ft
si
de

O
C
R
A

ri
sk

ca
te
go

ry
O
pt
im

al
A
cc
ep
ta
bl
e

V
er
y

sl
ig
ht

Sl
ig
ht

M
ed
iu
m

H
ig
h

O
pt
im

al
A
cc
ep
ta
bl
e

V
er
y

sl
ig
ht

Sl
ig
ht

M
ed
iu
m

H
ig
h

W
or
k

po
si
tio

n
f

f
f

f
f

f
f

f
f

f
f

f

Sp
ri
nk

le
r

1
0

0
0

0
0

1
0

0
0

0
0

C
la
ss
ifi
er

0
0

0
1

3
1

0
0

0
1

4
0

C
ut
te
r

1
0

0
0

0
0

1
0

0
0

0
0

D
is
tr
ib
ut
or

2
0

0
0

0
0

2
0

0
0

0
0

B
un

ch
er

0
0

2
0

3
0

0
0

1
2

2
0

Pa
ck
ag
er

2
0

0
0

0
0

2
0

0
0

0
0

L
ab
el
er

1
0

0
0

0
0

1
0

0
0

0
0

D
re
ss
er

1
0

0
0

0
0

1
0

0
0

0
0

T
ot
al

8
0

2
1

6
1

8
0

1
3

6
0

Symptomatology of Musculoskeletal Pain Related to Repetitive Movements 335



www.manaraa.com

3.4 Incidence of Risk Due to Repetitive Movement in Musculoskeletal
Pain Symptomatology

Tables 4 and 5 present the association of variables for a confidence level of 95% and
p-value < 0.05 for the chi-square and Odds Ratio statistical tests. The relationship
establishes the OCRA’s risk level which determines the intervention of a workspace
and the presence of musculoskeletal pain symptoms in some part of the workers’ body
who perform repetitive movements. The results show that those with a slight, medium
and high OCRA risk have a fifteen times higher incidence of pain symptoms in some
part of their body than those with an optimal, acceptable and very slight evaluation. In
addition, this association has a significance with a chi-square value of 5.51 and a
p-value = 0.019.

4 Discussion

Results show the presence of musculoskeletal pain symptomatology in the post-harvest
area in the floriculture company of study as it happens in researches in the same field in
similar companies [32]. The highest frequency of these ailments occurs in work
activities with demand of manual activity in long terms such as classification and
bunching. In these positions people must use their upper extremities in a demanding
regime in which they are exposed to risks of musculoskeletal injuries [33]. In the
classification task, worker organizes the flower, in function of the size of the rose
buttons, length of the stem and cut point. While in bunching, worker organizes the
classified flowers into bunches of twenty-five, using plastic elements, cardboard, lea-
gues, among others.

When performing a completely manual activity as in classification and bunching, in
the post-harvest area, the staff very frequently performs pronosupination movements of

Table 4. Relationship of the OCRA risk category with musculoskeletal pain symptomatology

Presence of pain
in some part of
the body

Total

No Yes

OCRA final risk Optimal, acceptable,
very slight

5 3 8

Slight, medium, high 1 9 10
Total 6 12 18

Table 5. Association of analyzed variable

Factor Test type

Chi-square Odd ratio
v2 p < 0.05 O.R Confidence interval 95%

OCRA risk 5.51 0.019 15.0 1.215–185.198
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the forearm and wrist, extensions and wrist flexions, besides they suffer radial or ulnar
deviations, which were detected using the OCRA Checklist method [34]. These
biomechanical effects bring as consequence presence of pain [2], so in other researches
with similar characteristics, workers evidence musculoskeletal injuries such as: carpal
tunnel syndrome [32], tendinitis and tenosynovitis [35], rotator cuff [36], epicondylitis
[37], among others.

The presence of pain manifested throughout the year in evaluated workers in
elbows, wrists and shoulders joints on the right and left side, evidenced a sustained
exposure to ergonomic risks due to repetitive movements [14]. In these situations the
joints, tendons, ligaments and nerves suffer a repetitive microtrauma [7], as a result of
this the company presents a case of “bilateral carpal tunnel syndrome” and one of
“painful arc syndrome in the right shoulder” approved in the Insurance of Occupational
Hazards of the Ecuadorian Social Security Institute, the investigations of these two
cases correspond to the situations mentioned above.

The solution of this issue can be focused in different ways. Nowadays, it is possible
to use automated classification and bunching processes, in which, based on certain pre-
established features and characteristics an image recognition of the flower can
be implemented [38, 39]. By that, implementation of specific equipment called
“bonchadoras” is possible. “Bonchadoras” requires less presence of people to operate
and as result less exposure to repetitive movements in workers.

The fundamental factors in the generation of muscle and skeletal injuries due to
repetitive movements correspond to the type of movement performed by the extrem-
ities [40], frequency and exposure times [41], in that sense a reduction of these factors
minimizes the risk of injury. Therefore, controls are oriented to organizational safety
measures and health monitoring such as: staff turnover [42], physical training of
workers [43]. In the present, active pauses [44] and exercise at work [45] programs
have been implemented. Monitoring the health of the staff is an obligation of the
business owners and managers. For this reason, does not exist an efficient control
without compromise and safety culture.

5 Conclusions

The presence of musculoskeletal pain symptoms, in post-harvest workers in this pre-
liminary study, appear after the first year of work which is considered early. These
symptoms are found particularly in women who, due to their fine motor skills, are
required for manual activities.

Working days in the floricultural sector sometimes have more than eight hours of
work during the whole week specially in worldwide festivities, such as Valentine’s
Day, Mother’s Day, Day of the Death, among others. For this reason, ergonomic
problems are considerable in this sector and it is recommended to extend the study
considering other demographic variables and different physical and psychosocial
working conditions.
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Abstract. Technology intervention within the field of physical rehabilitation
allows to improve conventional processes and long-term results. Therefore, this
research project proposes a design and implementation of an ergonomic device
to exercise the upper and lower limbs of patients suffering from paraplegia, as
part of their rehabilitation process. Despite attending conventional therapy
sessions, the feeling of dissatisfaction is generalized by the need to complement
these exercises. The general design of structure which includes the set of
materials used, as well as the belt, power and control transmission systems. This
design considers both weight of the structure exerted by gravity, as well as the
exerted by the patient and the total dead load. In addition, the maximum stress
analysis that supports the structure and the maximum deformation is carried out,
taking into account that established safety factor is high. Experimental tests and
surveys allow to corroborate the proper functioning and acceptance that this
proposal has, given that its impact on rehabilitation process will be observed in
long term.

Keywords: Biomechanics � Ergonomics � Physical rehabilitation � Paraplegia

1 Introduction

The term paraplegia comes from the Latin “paraplexia” [1] and as described in [2], it is
used to name what a person suffers when the lower region of his body is paralyzed by
some kind of damage [3]. This disorder can be caused by a hereditary or acquired
disease, as a result of a spinal cord injury or, in most of the cases, an accident [4–6].
The spinal cord injury (SCI) is a pathology studied throughout the ages, described as
damage in some part of the spinal cord or nerves of the end of the spinal canal [7–9].

The increasing advance of technology that fuses concepts with physical and sports
rehabilitation has allowed physical exercises to be included as part of the treatment of
diseases such as paraplegia [10, 11]. Despite being an idea that dates back to antiquity,
studies have been conducted that have corroborated its positive influence for the
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improvement in life quality of the patient [12, 13]. In 2017 there were between 110 and
190 million people with some type of disability, it means, around 15% of the world
population. These figures have been increasing due to the aging of the population and
the increase in the suffering of chronic diseases [14].

This is why the exercise of upper and lower limbs is attractive in research field, due
to its practical use for sports training and rehabilitation [15]. In [16] a study which
describes technology impact on the process of therapeutic rehabilitation in paraplegic
patients is carried out. In this study case, there are patients who have suffered a
medullar disorder from a clinic in Santiago, Chile. In addition, several exercises and
techniques that are part of multiple rehabilitation programs obtained from the docu-
mentary review are shown. For its part in [17] a feasibility study for a device to
exercise the extremities of the human being is shown. In this context, this project
proposes a novel system consisting of a portable manipulator guided by a low-cost
cable.

Having the aim of improving the life quality of people with paraplegia, a tech-
nological proposal is presented that contributes to the physical rehabilitation process.
This work is based on a survey carried out on patients, in which the need to com-
plement the exercises with an additional device is determined. At design construction,
all the previous study carried out is presented, to guarantee its resistance when used by
patients. The simulations, experimental tests and surveys validate this proposal.

This article is organized as follows: the introduction in Sect. 1, in Sect. 2 the
methodology is shown. In Sect. 3 the respective simulations are presented. In Sect. 4
the results are described and in Sect. 5 the conclusions.

2 Methodology

The focus of this research is mixed (quantitative-qualitative). It is qualitative because it
is normative, explicit, realistic and the construction is made based on user needs [18].
In a parallel way it is quantitative, because design was made based on mathematical
calculations and the respective mechanical analysis. Deduction and induction method
are applied as Scientific methods in this work, through the bibliographic search to
develop sustainable theory. In addition, the analysis and synthesis were applied to
derive the necessary conclusions and obtain a design in accordance with the proposed
objectives. Dedicated techniques were research and field work, which were reflected in
the application of a survey to patients, gathering information on the frequency with
which they perform rehabilitation exercises, their satisfaction, comfort, the need for a
technological tool and executing complementary complex exercises, among others.

2.1 Structure

The prototype general design is described in Fig. 1. The structure is the main support of
every single system and other physical components such as: motors, table, control
panel, chair, foot supports, handle and rope. Weight calculation of the structure con-
sidering the gravity action as a function of the mass is carried out using (1).
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Wme ¼ Mme � g ð1Þ

Where;
Mme: Structure Mass composed by several materials (kg).
g: Gravity acceleration (m/s2).
In addition, dead load analysis is presented considering a critical factor of 20% in

(2) and in (3) the calculation of the total dead load is shown.

WS ¼ 0:2 �Wme ð2Þ

Cmt ¼ Wme þWS ð3Þ

In (4) the approximate weight calculation of the person to be rehabilitated is pre-
sented. Then, the live load analysis considering a critical factor of 20% safety and the
calculation of the total live load are described in (5) and (6) respectively.

WP ¼ MP � g ð4Þ

Where;
MP: Approximate person Mass (lb.).

WPS ¼ 0:2 �WP ð5Þ

CVt ¼ WP þWSP ð6Þ

To determine the shear stress of the pins, the calculation of the maximum over load
that could be produced in the structure has been made in (7).

Fig. 1. General diagram of the prototype.
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Cmax ¼ CVt þCmt ð7Þ

For profiles selection, the moment of inertia is made with respect to the section in
(8) and the effort calculation in (9).

I ¼ Ie � Ii ð8Þ

d ¼ M � c
I

ð9Þ

Where;
Ie: Exterior inertia.
Ii: Interior inertia.
M: Flexing moment.
c: Distance to the rotate center.

2.2 Belt Drive System

It consists on union of two or more pulleys, it means wheels held to a uniform circular
rotation movement through a band, cable, etc. the same that embraces the pulleys
exerting friction force by supplying power from the drive wheel, as shown in Fig. 2.
For this design a first-gen lever has been used whose axis is fixed (fixed pulley), where
the power is applied to one rope end and the resistance to the other. The pulley
transmission ratio is shown in (10).

i ¼ d1
d2

ð10Þ

Where;
d1: Pulley Diameter coupled to the motor (mm).
d2: Pulley Diameter of the transmission system (mm).

Fig. 2. Belt transmission system.
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2.3 Power Transmission System

It is based on a crank-crank system that transmits an engine effort by means of a shaft
with pulley and two arms, it is subjected to a uniform circular movement (MCU).
While a crank-crank system that transmits movement to the foot supports by means of
two axes, which transforms the MCU into a uniform rectilinear motion (MRU),
allowing movement of the lower extremities of the human body. The patient does not
generate movement, therefore, the speed applied in the foot supports is a function of the
angular position of the crank and the speed in it, as shown in Fig. 3.

The linear speed in the pedal, it is the same in the transmission system, that is, the
same as in the 203 mm diameter pulley. To obtain this speed, the transmission ratio
between the motor pulley (127 mm) and the pulley of the transmission system
(203 mm) is calculated and calculated in (11). The value of the speed on the foot
support varies depending on the angle, i.e. the position of the pedal, for example, the
speed at a point of the foot support, was made using an angle of 250°.

vp ¼ i � vm ð11Þ

Where;
i: Pulley length of the transmission system (203 mm).
vm: Motor speed 1200 rpm.

2.4 Control System

The weights are approximately 20 kg, considering it is a rehabilitation machine, in this
case, if it can support the 20 kg tension of mass and the structure can also support the
same force, then it is concluded that the design is correct and design factor is oversized.

Fig. 3. Power transmission system.
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The rope tension is the same in all its trajectory and in (12) the necessary torque is
determined to raise the force F, in this case a tension of 200 N.

T0 ¼ T � D ð12Þ

Where;
T: Rope tension.
D: Distance from the pulley center to the force point.
To avoid sudden movements, provide stability and have a relatively low speed, a

stepper motor is used which maintains constant torque regardless of speed, unlike a
common electric motor. The NEMA 34 motor has been selected since it supports the
required load calculated in the design. Its main technical characteristics are described
below:

• Up to 1710 oz-in. (8.9 lb.-ft) torsion.
• 1.8 grades of resolution.
• A single axis for open loop or double axis for closed loop with an encoder.
• Ability to operate with stepper drivers and NI movement controllers for improve the

performance.

The structure was built in accordance with the planned design which has considered
both the support of the appropriate weight, as well as the assembly of each of the
pieces. The table has a dimension of 40 � 40 cm2, which acts as support for the arms
and allows to adjust its height through a pin to secure it. It also consists of an adjustable
shaft that supports the inclination up to 80º and offers the possibility of using it in
different ways. The design of the seat is ergonomically comfortable and safe, it consists
of rotating arms and an adjustable shaft of 30 cm. The height is controlled with a
variable pin, according to the height and comfort of the patient in the rehabilitation
process. This device consists of 4 loads of 8 lbs. each, which contribute to the exercise
of the lower limbs acting as a counterweight. To provide an aesthetic product, gray and
blue paint has been used. In addition to using good resistance material, the ergonomic
bases in force in the Ecuadorian regulations have been considered: UNE-EN 614-1:
2006 + A1: 2009, UNE-EN 547-2: 1997 + A1: 2009, UNE-EN ISO 12100-1:
2004 + A1: 2010 and ISO 26800: 2011.

3 Simulations

As can be seen in Fig. 4, the maximum effort that will be applied to this structure is
5,178 ksi, the tension that supports the material is 34 ksi and the maximum deformation
is 0.87 mm, which demonstrates the robustness of this design. Figure 5 shows the
simulation of the maximum deformation supported by the prototype.

The safety factor is high at all points due to the material strength and therefore the
structure is oversized for the efforts it will support. As shown in Fig. 6, maximum axial
and bending stress is equal to 11,541 ksi and material strength is 34 ksi, so the design is
suitable to withstand stresses.
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The maximum deformation, where the patient is located, is 1,348 mm, for the
remaining points is less than 1 mm. It can be concluded that the design is oversized. In
addition, the minimum structure safety factor that supports the greatest amount of effort

Fig. 4. Strength simulations: maximum effort.

Fig. 5. Strength simulations: maximum deformation.
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is 7.8, as shown in Fig. 7. Therefore, the structures and elements that make up this
prototype are oversized and support much greater efforts than those which were
planned.

Fig. 6. Strength simulations: axial tension and maximum bending.

Fig. 7. Strength simulations: minimum safety factor of the structure.
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4 Experimental Results

4.1 A Subsection Sample

The functional tests were performed in a 1-h session, as shown in Fig. 8. The first
15 min were used to train the patient and remaining time was used for rehabilitation
exercises. This process was performed 2 or 3 times a week (depending on the avail-
ability of patients), for 2 months’ period. In the last session, timing was taken according
to the series and the results are shown in Tables 1 and 2.

Fig. 8. Patient performing a physical rehabilitation routine.

Table 1. Lower extremities. Time entries in 1 series.

Item Exercise Time

1 Going 0.58 s
2 Return 0.51 s
Total Series 1.09 s

Table 2. Superior limbs. Time entries in 1 series.

Item Exercise Time

1 Rise 1.20 s
2 Descent 1.08 s
3 Rest of 4 s between exercises 8 s
Total Series 10.28 s
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In order to evaluate the acceptance and limitations of this prototype, it was decided
to submit to the criterion of experts (mechanical engineer (1), users (2), manager
(1) and orthopedic specialist (1)) of a rehabilitation center, which is the aim of the
study. Those who were directly linked to the design and construction process and who
are in direct contact with patients and their families on a daily basis. These criteria are
the basis to develop a general impact matrix, which is segmented into different fields
such as: economic, social, environmental and technological. The rating is given by
integer numbers in a range between −3 and 3, which symbolize a high negative and a
high positive impact respectively. The information obtained by the respondents is
tabulated for a better perception in Tables 3, 4, 5 and 6.

One of the most important limitations of this work is to evaluate its contribution to
improve the patient’s quality of life, since it is a preliminary study. Implementing state
of art materials and technology must also be emphasized, due to its difficult since they
come from a recycled base are being used to contribute to a low cost and environmental
impact proposal.

Table 3. Economic impact obtained through a survey.

Item Description −3 −2 −1 0 1 2 3

1 Skilled labor X
2 Prototype easy access X
3 Accessible rate X
4 Access to low-income families X
Total 11

Table 4. Social impact obtained through a survey.

Item Description −3 −2 −1 0 1 2 3

1 Specialized care X
2 Easy to use X
3 Social reintegration X
4 Improvement in quality life X
Total 10

Table 5. Environment impact obtained through a survey.

Item Description −3 −2 −1 0 1 2 3

1 4Rs application (Recycle, Reject, Reuse and Reduce) X
2 Wide work spaces X
3 Permanent cleaning X
4 Smoke-free area X
Total 10
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From an economic point of view, it is determined that long-term items will decrease
since the patient will be submitted to a more complete treatment which means a shorter
period of time in the future. This will benefit users, their families, the Ministry of
Health, regional governments and institutions providing health care (public and/or
private). Socially it seeks to improve the life quality of the patient by contributing to the
development of their therapies. In addition, this proposal will cause a positive envi-
ronmental impact because all materials used to make the components are mostly
recycled (4R phenomenon). All this at a low cost and with a novel and innovative
design, which presents feasibility for its production, either in high-terms or in a per-
sonalized way.

A data average of the obtained results in surveys about the economic, social,
environmental and technological impact has the following percentages of acceptance:
91.66%, 83.33%, 83.33% and 91.66% respectively.

5 Conclusions

This article deals with the design and manufacture of a device to exercise the upper and
lower limbs. This prototype is developed using low cost materials and mostly recycled,
as a solution with a reduced environmental impact. The bases of ergonomics are made
taking the current Ecuadorian regulations: UNE-EN 614-1: 2006 + A1: 2009, UNE-
EN 547-2: 1997 + A1: 2009, UNE-EN ISO 12100-1: 2004 + A1: 2010 and ISO
26800: 2011. A survey made to users and staff working in the rehabilitation center
where the experimental tests carried out, it shows in average an 87.495% acceptance of
this proposal.

Within the design, a maximum effort applied to the structure of 5,178 ksi was
obtained and the tension that the material supports is 34 ksi. The maximum defor-
mation is 0.87 mm, being less than 1 mm so it can be concluded that the structure will
not suffer significant deformations. The minimum safety factor is 7.8 (where the ref-
erence value is 2.5), the maximum axial and bending stress is equal to 11,541 ksi and
material strength is 34 ksi. Therefore, structures and elements that make up this pro-
totype are oversized and support much greater efforts for which it was designed.

This proposal will be evaluated in long term to determine, from medical point of
view, the impact it has had on rehabilitation process of patients. Through the feedback
obtained, it is considered as future work, to establish a comparison between this

Table 6. Technological impact obtained through a survey.

Item Description −3 −2 −1 0 1 2 3

1 Innovative design X
2 Reusable materials X
3 Cutting-edge technology X
4 User comfort X
Total 11
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proposal and a conventional device in this type of treatment. In addition, it is proposed
to conduct a feasibility study to determine the possibility of developing this product on
an industrial scale.
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